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ABSTRACT

Perception is a vast subject to study. One way to approach and study it might therefore
be to break down the concept into smaller pieces. Specific modes of sensation, mech-
anisms, phenomena, or contexts might be selected as the proxy or starting point for
addressing perception as a whole. Another approach would be to widen the concept,
and attempt to study perception through the larger context of which it is a part. I have,
in this thesis, attempted the latter strategy, by emphasising an existential perspective,
and examine the role and nature of perception through that lens.

The larger perspective of broadening the scope does not specifically allow for better
answers, but rather different kinds of answers, providing complementary ways of ex-
ploring what it means to be an artificial or natural agent, and what consequences that
can have for the access to, as well as representation, processing, and communication
of information. A broader stance can also facilitate exploration of questions regard-
ing larger perspectives, such as the relation between individual agents, as well as their
place in larger structures such as societies and cyber-physical systems.

In this thesis I use existential phenomenology to frame the concept of perception, while
drawing from theories in biology and psychology. My work has a particular focus on
human-robot interaction, a field of study at a fascinating intersection of humans de-
signing, using, and communicating with something human-made, partially human-
like, yet distinctly non-human. The work is also applied to some aspects of the traffic
domain which, given the increasing interest in self-driving vehicles, is partially another
instance of complex and naturalistic human-robot interaction.

Ultimately, I argue for a pluralistic and pragmatic approach to the understanding of
perception, and its related concepts. To understand a system of agents as they inter-
act, it is not only necessary to acknowledge their respective circumstances, but take
serious the idea that none of the agents’ constructed worlds are more or less real, they
might only be more or less relevant in relation to specific contexts, perspectives, or
needs. Such an approach is particularly relevant when addressing the complexities of
the increasingly urgent sustainability challenges.
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SAMMANFATTNING

Perception är ett enormt brett ämne att studera. Ett sätt att närma sig ämnet är därför
att bryta ner konceptet i mindre delar. Specifika sinnen, mekanismer, fenomen eller
sammanhang kan då väljas ut som representanter eller som startpunkter för att närma
sig perception som helhet. Ett annat sätt är att istället bredda konceptet och försöka
studera perception genom det större sammanhang som det är del av. Jag har i denna
avhandling valt den senare strategin, genom att betona ett existentiellt perspektiv och
undersöka perceptionens roll och natur genom den linsen.

Att bredda perspektivet innebär inte specifikt bättre svar, utan snarare andra sorters
svar. Detta bidrar i sin turmed kompletterande sätt att utforska vad det innebär att vara
en artificiell eller naturlig agent, och vilka konsekvenser det kan ha i termer av tillgång
till, såväl som representation, bearbetning och kommunikation av, information. Ett
breddat synsätt kan dessutom underlätta utforskandet av frågor gällande större per-
spektiv såsom relationenmellan individuella agenter och deras plats i större strukturer
såsom samhällen och cyberfysiska system.

I denna avhandling använder jag den teoretiska utgångspunkten existentiell fenome-
nologi för att rama in konceptet perception, men jag förlitar mig också på teorier från
biologi och psykologi. Mer praktiskt har jag tillämpat dessa teorier påmänniska-robot-
interaktion, vilket är ett ämne som uppstår i mötet mellan människor som skapar, an-
vänder och kommunicerar med något som är tillverkat av människor, som delvis är
människolikt men samtidigt är distinkt icke-mänskligt. Jag har också tillämpat teori-
erna på några aspekter av trafikdomänen vilket delvis, givet det ökande intresset för
självkörande fordon, kan ses som en instans av komplex och naturalistisk människa-
robotinteraktion.

Slutligen argumenterar jag för ett pluralistiskt och pragmatiskt tillvägagångssätt för att
förstå perception och dess relaterade koncept. I system av interagerande agenter är det
inte bara nödvändigt att erkänna deras respektive förutsättningar. Det är också viktigt
att på allvar ta idén om att ingen agents konstruerade värld ärmer eller mindre verklig,
de är bara mer eller mindre relevanta i relation till specifika sammanhang, perspektiv
eller behov. Ett pluralistiskt och pragmatiskt tillvägagångssätt är än mer relevant för
att bemöta de alltmer brådskande hållbarhetsutmaningarna.
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CHAPTER 1

INTRODUCTION

Perception is a topic that has been studied from many perspectives, in many do-
mains, for a very long time. It is generally safe to claim that perception cannot
happen in isolation, it is necessary to have something that can perceive (that is,
an agent), and there needs to be something that can be perceived (such as some
environment). That these things need to exist is at least implied, but it might be
so obvious that little attention is given to this prerequisite. By, on the other hand,
grounding the investigation of the nature of perception in the nature of existence,
it might be possible to frame the concept of perception (as well as any related con-
cept that would follow) in a pragmatic way, focusing on meaningfulness. Not in
some abstract or absolute way, but instead considering sense making a situated
process thoroughly entangled as a part of a lived experience.

Lack of objectivity could be interpreted as subjectivity, which in turn could be inter-
preted as there being no rules or structure; that ‘anything goes’. On the contrary, it
is possible to find structures even when subjectivity is assumed. Objectivity is, af-
ter all, to consider something in relation to something absolute and impartial. To
study perception as something objective would therefore require (1) a perceiver,
(2) something to be perceived, and (3) some absolute reference point. Identifying
such an absolute reference point is far from trivial, and such efforts might intro-
duce more problems than solutions. By simply dismissing the existence of abso-
lutes, at least as an initial step, and only rely on the two assumptions (the perceiver
and the perceived) would be a sufficient start, and solve a lot of problems. With the
two assumptions, it would still be possible to have contrasts by using each other
as reference points, so the absolute would be superfluous. Even the concept of ex-
istence would fall out of this relation. It does not matter whether the existence is
absolute and objective or not, if a subject experience existence then existence is
sufficiently meaningful for that subject.

The decision to attempt to reduce the number of assumptions to build this thesis
on is in line with the principle of Ockham’s razor, where an explanation is consid-
ered more powerful the fewer assumptions it requires while accurately describing
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empirical observations in an as general way as possible. If the studied phenom-
ena can be explained with two assumptions, it might also be possible with three
assumptions, while the reverse not generally being true. It is therefore better to
start with as few assumptions as possible, and see how far it is possible to get using
those. When the limits are reached, additional assumptions can be added, and the
benefits of those assumptions can then be evaluated. In the case of perception, I
start with the two assumptions and investigate what those would mean. Although
I work without the assumption of some objective absolutes, it is still possible to
derive contextually grounded and situational approximations for such absolutes.
They will practically fill the same role, without introducing the complications of
the actual and objective absolutes, although it might be possible to expand what-
ever I conclude with such absolutes. However, I do not think it is necessary to
reintroduce any such absolutes.

1.1 AIM AND DOMAIN
From this discussion, I findmy starting point to be to examine agents, how they in-
teract with the world, how they interact with each other, and why they might want
to do that. Although the thesis so far has been quite philosophical and abstract, and
the next chapter will remain largely in the domain of philosophy, I will gradually
move on tomore concrete and applied aspects. The purpose of the approach I have
chosen for this thesis is to provide insights relating to the nature of perception, not
by digging into a specific aspect of it, but rather to take a step back and try to piece
together a larger perspective. For that reason, my focus is on breadth and plu-
ralism, even though all aspects of perception, and its related concepts, cannot be
exhaustively addressed in this thesis. There will, however, be some specific focus
areas. After introducing some of the relevant theoretical work, the focus will both
be on different kinds of interacting agents and how they are studied, and I will then
consider perception and interaction specifically in the traffic domain. The traffic
domain is particularly interesting for this kind of examination due to its complex-
ity and richness in agents, agent types, and situations while remainingmundane in
the sense that it is a common environment that many people have plenty of every-
day experience of. It is also a domain thatmakes it possible to study perception and
interaction at a vast range of scales; from subsystems of an agent to international
societies.

The subject of this thesis is informatics, which is defined by the University of Sköv-
de as ‘the subject which explores how information is represented, processed, and
communicated in artificial and natural systems, and how information technology
is used and developed to create usable system solutions for individuals, organi-
sations, or society’ (translated from Swedish; Fakultetsnämnden för teknik och
natur, 2013). Although all these aspects are relevant in my case, I will not address
all equally thorough. For instance, organisational aspects will only be touched
upon very briefly, whereas individuals will have a much larger focus. Information
is considered in both artificial and natural systems, and inmy case there is a partic-
ular focus on human-robot interaction. Part of my work is specifically within that
field, but I am also studying the methods and practices in that field, contributing
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to a kind of meta-understanding that highlights how information about the infor-
mation can shape how it is perceived, and what consequences it will have.

The definition of informatics is fairly general, and there are many traditions, tech-
niques, and methods relied on in informatics. Part of the reason for this diversity
might be due to the messiness of the world, and different ways of making sense of
the world by cleaning up some of the mess will reveal different aspects and struc-
tures. I will only use and discuss a small subset, butmy stance is still that pluralism
is necessary in science. No method is always good or always bad; it can be more
or less appropriate depending on what is attempted and what the context is. I also
argue for pluralism in theories and perspectives, and use several different ones in
this thesis. They are mainly drawn from biology, philosophy, psychology, and cog-
nitive science. The purpose of relying on several perspectives is not necessarily to
remove uncertainty in relation to some investigated phenomenon, but might in-
stead be to find ways to deal with the uncertainty in a way that neither destroys
nor obfuscates the potential underlying structure. Although I value Ockham’s ra-
zor, the principle of finding clarity by removing anything excessive, I also like to
use an equally metaphorical comb, to scrutinise what can be learned, or otherwise
gained, by a variety of perspectives and methods.

1.2 THESIS STRUCTURE
This thesis consists of three parts, which are followed by a general discussion and
conclusions. The first of the three parts (Part I: Background) focuses on back-
ground information, mainly focusing on theory, to provide a foundation and fram-
ing for the rest of the work. Since I argue for pluralism, and try to find patterns
in the broad rather than the narrow, the background contains many different con-
cepts and perspectives. It starts with the concept of knowledge, emphasising both
the theoretical side through a brief introduction to philosophy of science, and a
more practical side by introducing some key concepts for the practice of science.
This chapter is partially a general introduction to various relevant terms and con-
cepts, but it also highlights the laborious struggle of investigating the nature of the
world, which is a practice that has been ongoing through at least written history.
Many of the ideas, perspectives, and methods discussed in this chapter will also
contribute more directly to the discussions throughout the thesis.

The background contains two additional chapters, each focusing on a fundamental
piece of the thesis’ topic. The first of these chapters discusses the concept of per-
ception from various theoretical perspectives, from biological, philosophical, psy-
chological, and cognitive science. This will, again, not be an exhaustive description
of all perspectives on perception, but it will introducemany of the key perspectives
for this thesis. The chapter is concluded by discussing and comparing various ver-
sions of a concept related to perception that is of particular relevance in this thesis,
which is perception of function, that is, perceiving aspects of the world in terms of
what function they can have.

The final chapter of the background introduces agents, and concepts of relevance
to understand agents. There is a particular emphasis on, on the one hand, humans,
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and, on the other hand, artificial agents. The selection of the material introduced
and discussed in this chapter is mainly in preparation for latter parts of the thesis.
The focus onhumans is partlymotivated by the later focus on humans both as users
and creators of technology, but also due to humans sometimes being (implicitly of
explicitly) used as models for technology.

The second part of the thesis (Part II: Human-Agent Interaction) continues from
where the background left off, and starts with its first chapter by discussing differ-
ent kinds of interaction, and phenomena that can emerge from it. The focus is on
interaction with other agents, both artificial and natural, and the second chapter
in this part makes explicit comparisons between interaction with different kinds of
agents. There is a particular focus on comparing the field studying human-robot
interaction with the field studying human-animal interaction, since I argue that
these fields could benefit more from each other than what is currently the case.

The final chapter of this part scrutinises the field of human-robot interaction fur-
ther, both in terms of the methods, and the people, in the field. The people in the
field is not to be understood as who the individuals are, but rather investigate what
patterns exist inwho is conducting the research, who are allowed to participate and
therefore represent humanity in the studies, and who is the research intended to
benefit. The end of the chapter discusses some of the impact the methodological
decisions can have on people beyond the immediate studies, and how that can be
addressed.

The third and final major part (Part III: Traffic and vehicles) delves into a specific
domain for human-agent interaction; the traffic domain. This domain is complex,
yet mundane, it contains many different kinds of agents and many different kinds
of interactions, and is therefore a rich domain to explore to better understand the
real interactionswith agents ‘in thewild’, with consequences to individual humans,
organisations, communities, and societies. This part also contains three chapters,
starting out in the lab, moving over to theory, and then finally considers the subject
in the wild. The first chapter presents an experiment used to understand interac-
tion and perception of a human, driving a car with driving support systems. The
focus is on how information is provided to the driver by the vehicle, and what im-
pact that has on the driver’s behaviour and attitude toward the car. Apart from
the specific results related to the interface design and related aspects, the study
provides an example of how to use experimental methods focusing on quantitative
results to study human-agent interaction in the traffic domain.

The second chapter introduces several theoretical aspects relevant to the traffic
domain, however, it also contains discussions of already established concepts, but
now applied to the traffic domain. Part of the purpose of this chapter is also pre-
pare for the final chapter, which is less concerned with the specific human-agent
interaction, and more concerned with the context and system in which the road
user operates. It is, in particular, reporting on a study where qualitative methods
were used to investigate the potential for electric bikes as a mode of transport for
tourists in rural Sweden.
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1.3 PRIOR PUBLICATIONS
The work presented in this thesis partially consist of my work that has previously
been published in journals and proceedings, and some of it has been presented
at conferences and workshops. Some chapters are fairly closely associated with a
specific publication, whereas other chapters are either previously completely un-
published, or just briefly touches upon published ideas or results.

In the background part, no chapter is thoroughly based on any single publication,
but the journal paper (Lagerstedt and Thill, 2023b) has contributed to several
chapters, mainly in part I but also in part II. The conference paper (Lagerstedt
and Kolbeinsson, 2021) has mainly contributed to sections of chapter 3 (but re-
turns in some places in part II), and the workshop contribution (Rosén, Lagerst-
edt, and Lamb, 2022) is mainly reflected at the end of part I. Contributions from
the conference paper (Lagerstedt, Riveiro, and Thill, 2017) can be recognised in
the transition between part I and part II, in particular in the discussion related to
kinds of agents and kinds of interactions. This is largely also the case for the jour-
nal and conference publications (Kolbeinsson, Lagerstedt, and Lindblom, 2018;
Kolbeinsson, Lagerstedt, and Lindblom, 2019).

In part II, the second chapter is heavily based on, and extending, the conference
paper (Lagerstedt and Thill, 2020) that was awarded the RSJ/KROS distinguished
interdisciplinary research award. The final chapter of part II is based onwork pub-
lished and presented in several different ways, but it largely draws from the journal
publications (Lagerstedt andNalin, 2021;Winkle et al., 2023a), the conference pa-
pers (Rosén, Lagerstedt, and Lamb, 2023; Torre et al., 2023), and the workshop
contribution (Rosén and Lagerstedt, 2023).

In part III, the first chapter ismainly based on the journal paper (Thill et al., 2018),
and the other two chapters extends the conference paper (Lagerstedt and Svens-
son, 2022). Some of the work presented in the second chapter of this part has been
presented at a workshop on cars as social agents (Lagerstedt and Thill, 2023a).
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CHAPTER 2

CONCERNING KNOWLEDGE

Before delving into theoriesmore explicitly related to perception, it is worth taking
a step back and contemplate what is considered valid knowledge and for what rea-
sons. Doing so will provide a philosophical grounding for the perspectives consid-
ered later. This is important for all topics, but maybemore so for perception. After
all, knowledge and perception are closely related concepts, since what can be per-
ceived, and what can be done with that which is perceived, are arguably part of the
foundation of knowledge. There is also a meta-level of particular relevance when
studying perception; what can be known about perception and knowledge. When
considering the relation between knowledge and perception, there are plenty of
related concepts that could be relevant to include. One such concept, of partic-
ular relevance when discussing subjective aspects of knowledge, is belief, that is,
the attitude one has when taking something to be true (Blackburn, 2016, p. 52). I
have, however, typically not framed the topics in this thesis in terms of belief since
I expect that term to introduce more issues than it would resolve. Albeit many of
those issues are both fascinating and important, I fear that I have to restrict the
scope of this thesis somewhere, and have for that reason settled for concepts such
as knowledge, perception, perspective, attitude, and more.

Questions regarding the nature of knowledge fall within the philosophical field of
epistemology, and it is closely related to the philosophical field of ontology, which
is concerned with the metaphysical nature of the world and what exist in it (see
e.g. Blaikie, 2016, ch. 1). There are many different perspectives, assumptions, and
strategies within both epistemology and ontology. They are closely related since
assumptions related to what access can be had to theworld will also affect what can
be considered knowledge. Although the problems can be abstract and complicated,
it boils down to questions such as; With what authority can someone claim that
they have the truth, and is that authority recognised by others? Can our senses be
trusted, or are they likely to lie? Is there value in popular consensus, in definitions
from institutions, or in instructions from some particular individuals?

Broadly speaking, there are two major classes of perspectives within ontology; re-
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alism and idealism (Blaikie, 2016, ch. 1). The distinction is based on whether the
answer to the question ‘does the world exist independent on our thoughts and ex-
periences?’ is considered to be yes (in case of realism) or no (in case of idealism).
These broad classes are of limited use at this level, and the different perspectives
are much more nuanced and developed at a lower level. An empirical realist, for
instance, considers that which is perceivable to be all that exist and believe that the
access to this objective and external world is certain and valid. A cautious realist,
on the other hand, agree that there is an independent external world ‘out there’,
but is not certain that it can be perceived accurately (for example, since perception
include some kind of interpretation or that sensory organs might be imperfect).
Some examples of idealism are atheistic idealism that deny the existence of any
relevant external world, whereas a perspective idealist believes that reality is con-
structed through making sense of the external world.

Epistemology is instead concerned with what can be known, and how to judge the
legitimacy and relevance of the knowledge (Blaikie, 2016, ch. 1). Two general per-
spectives (that happen to be related to the respective broad classes of ontologies)
are empiricism, where properties in the world are ready to be discovered indepen-
dent of who is attempting this discovery, and rationalism, where the objects in the
hypothetical external world are not contributing to their meaning. There are sev-
eral other prominent epistemologies beyond empiricism and rationalism, such as
constructivism where meaning is constructed, or falsification where theories are
created to account for observations.

A subset of knowledge of particular interest in this kind of academic thesis is sci-
entific knowledge. There are several ways to approach the demarcation between
science and non-science, and the different paradigms of science are studied in the
branch of philosophy known as philosophy of science. In the following sections,
I will introduce some of the major paradigms of science, and then discuss some
slightly more concrete aspects of scientific work. Much can be said about each of
the topics and perspectives I introduce, but I have to remain brief to keep the the-
sis manageable. The relative brevity is a price intended to pay for the benefit of an
overviewwith awider vista. My stance is pluralistic, making it particularly relevant
to introduce several competing perspectives to better understand their respective
strengths andweaknesses, and how they could potentially complement each other.
The value and contribution of arguments and results will need to be complemented
with the assumptions used to assess them, since I am not convinced by any specific
set of assumptions to always be the only valuable set.

Before moving on to the paradigms of philosophy of science, I will make some
comments related to the people credited or otherwise associated with the ideas
discussed in this thesis. Even though many of the discussed theories are only de-
scribed briefly, I want to give some of that space to information about the humans
working on them, including some of the historical context. By doing so, I hope
to provide some of the flavour that is sometimes lost when the focus is purely
on succinctness and clarity when presenting the concepts of the theories. I find
that an important part of the theories is in the actual work of developing them,
and not only the ‘finished’ state. The struggles and interactions when attempt-
ing to understand—be it perceiving or making sense of experiences, or negotiating
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meaningwith others—are important contexts that shape the resulting conclusions.
Omitting that context can sometimes be necessary for brevity or accessibility rea-
sons, but I find not acknowledging that aspect of scientific work and knowledge
generation harms the validity and authenticity of the descriptions.

Some of the examples might be considered not muchmore than irrelevant curiosi-
ties, like the context provided with Lambert in the description of phenomenology,
but that example highlights how some fundamental values (plurality, broad and
diverse curiosity, relation between theory and empiricism) have shaped, and per-
sisted in, the struggle for knowledge. It is, however, worth pointing out that the
terminology I use is sometimes anachronistic. The same terms are often used to
mean different things in different context and traditions even in the same era, and
with time, the terms can sometimes changemeaning evenwithin a tradition. There
are also cases where modern understandings are applied to historical concepts,
sometimes inways that the historical people would have objected against (e.g. how
Heidegger and Camus are sometimes bundled together with the existentialists). It
is also important to remember that some people who made strong impact on sci-
ence are problematic (e.g. the association with the German Nazi party in the first
half of the 20th century of von Uexküll and Heidegger), and so is the motivation
for some important work (e.g. the eugenic ideals of Galton and Pearson as they
developed modern statistical methods).

A related issue is related to who to credit for ideas and work that is done. For some
ideas, there are standard work or authors that one would be expected to cite. An
important reason for this is to provide a common ground for discussions by refer-
ring back to the same general framing of the problems. Another important reason
is to make sure to credit the people who’s work one builds on. Both of these are
important, however, reinforcing a particular way of talking about a phenomenon
might establish the impression that one specific framing is more correct for some
reason beyond convention. It also risks amplifying only a small set of the relevant
voices, which in turn provides credibility for only of a subset of people (Mott and
Cockayne, 2017). This is related to phenomena sometimes known as the Matthew
effect (the positive feedback loop of well cited people getting even more citations
since they are famously well cited for some contribution) and Matilda effect (the
negative feedback loop of sparsely cited people getting their work less recognised,
which contributes to their anonymity and lack of citations) in sociology- and phi-
losophy of science (Rossiter, 1993). Many (if not most) ideas have come and gone
several times throughout history, although typically in a different flavour, or new
historical context, each time. It is sometimes difficult to tell how the different
versions of an idea relate to each other, and why certain versions gained broader
recognition than others. I will try to include many of the standard references in
this thesis, but I will also attempt to spread the credit to include some authors that
might not typically be cited. To be clear, I do not claim that all my omissions of
standard references are for this reason, nor are all my unconventional references
the best possible references to use. It is likely that some of those instances are by
mistake or due to my ignorance.
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2.1 PHILOSOPHY OF SCIENCE

Throughout the ages there have been many traditions determining what counts as
meaningful and valid knowledge, and the perspectives, heuristics, and principles
used to find and develop knowledge have come and gone out of fashion. A specific
principle of particular importance for science is one often referred to as Ockham’s
razor (see e.g. Sober, 2015). It can succinctly be summarised as ‘entities should
not be multiplied beyond necessity’ (Sober, 2015, p. 5), or some variation thereof.
The idea is to accept themost simple and general explanation for an observed phe-
nomena, rather than overly complicated explanations. Although named after the
13th–14th century philosopher William of Ockham—who never summarised the
principle in any nifty slogan, but who’s work was in line with it—the principle has
been used by several people before him. For example, Aristotle claims at several
occasions in the 300s BCE that ‘nature does nothing in vain’, and expands in a way
compatible with Ockham’s razor (Sober, 2015, ch. 1).

In terms of more extensive paradigms, the dominant school of philosophy in Eu-
rope during the 11th to the 16th centuries was scholasticism (Blackburn, 2016,
pp. 431–432), which to a large extent consisted of analysis of the work of Aris-
totle. It is epistemologically rationalistic, and among the core methods to find
truth were argumentation and disputation. The transition from scholasticism to
another approach came with the popularisation of empiricism by people such as
RenéDescartes (Collinson and Plant, 2006). With the new perspectives, pure logic
was no longer seen as the main method to understand the world; instead experi-
ence became more central. If a fact was disputed, a resolution could, with these
perspectives, be reached by observing the phenomena or by conducting an exper-
iment.

Another paradigm that have had much impact on European philosophy is classic
hermeneutics, which was established in 17th century Germany. It was originally
a paradigm used for studying biblical texts but later came to mean certain kinds
of interpretation of obscure or symbolic texts (Blaikie, 2016, p. 117). This devel-
oped from simply analysing text, to study how experiences could be understood by
people of different cultures and historical periods. An important concept within
this paradigm is the hermeneutic circle, and it refers to the problem of needing
to understand the parts before the whole can be understood, however, to get the
necessary context for the parts the bigger picture of the whole needs to be under-
stood. Each time a phenomena is studied, or a document is read, it is done so from
a different point of view since the perceiver has a new understanding of it based
on the previous exposure. As with the other paradigms, there are several inter-
pretations of it. A notable contributor was Heidegger (in the 20th century), who
emphasised the necessity of the subjective experience to a larger degree than other
philosophers of this school. This paradigm, in particular Heidegger’s interpreta-
tion of it, has an interesting relation to ontology and epistemology. According to
Heidegger, a central idea is that ‘understanding is a mode of being rather than a
mode of knowledge, an ontological problem rather than an epistemological one’
(Blaikie, 2016, p. 123).

There are several variants of these paradigms, as well as paradigms altogether dif-
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ferent. I will introduce some of the paradigms of particular relevance to this the-
sis below, roughly ordered chronologically (although what counts as the starting
point is arguably often quite arbitrary). Worth noting is that the paradigms were
not developed in isolation, nor in an instant, so progress and perspectives in one
paradigm can inform, or even provoke, changes in other paradigms.

2.1.1 PHENOMENOLOGY

The shift in popularity from scholasticism to empiricism camewith a change in on-
tological paradigm from idealism to realism, yet there were problems difficult to
address with the new paradigm as well. Another way of approaching the problem
of the nature of reality, and the access to it, came in the 18th century with phe-
nomenology. Instead of attempting to understand the world purely through ratio-
nal thought or purely through observing the world, it is possible to consider the
two approaches at the same time; in a way assuming the existence of two parallel
worlds. There is on the one hand a physical world that we share, but have unre-
liable access to, and on the other hand a phenomenological world, which is how
the world appears to us. This idea was introduced by Johann Heinrich Lambert in
his Neues Organon (1764). In his case this distinction was made to study optics,
where the phenomenological worldwouldmainly correspond to virtual objects and
projections due to optical phenomena such as refraction. Lambert was interested
in many subjects but contributed most prominently to mathematics, physics, as-
tronomy and philosophy; most famously he presented the first proofs of π and e
being irrational (O’Leary, 2010, ch. 11). Another important contribution was his
leading role in promoting collaboration among the astronomers of his time.

Regarding philosophy, Lambert held a strong position of what can be described as
logical positivism; he wanted to create a complete and logical system for all knowl-
edge based on a few fundamental axioms (O’Leary, 2010, ch. 11). He was inspired
by Christian Wolff’s attempts to make philosophy more like mathematics in how
definitions and proofs were used, but Lambert found that postulates and construc-
tions were still missing in Wolff’s philosophy (Beck, 1969, ch. 16). Since Lambert
considered humans imperfect he found it necessary to complement reasoning with
observations and experiments, which could be used for validation (O’Leary, 2010,
ch. 11). He favoured quantitative methods and acknowledged that any conclusion
made on the basis onmeasurements could be nomore precise than the precision of
the measurement itself. He also believed that the role mathematics had for quan-
tity would eventually be filled by philosophy for quality (Lambert, 1918, §5). In-
spired by the 23 definitions that initiates the first of Euclid’s 13 seminal books on
mathematics (Heath, 1956), Lambert wanted philosophy to start by defining a few
simple, axiomatic concepts, that could later be combined into more complex con-
cepts (Beck, 1969, ch. 16). All the simple concepts and the complex concepts that
could logically be derived from them would constitute the logical truths (that can
possibly exist), of which a subset are also metaphysical truths (that actually exist).
This is where experiments and observations become important, and it is also with
this that phenomenology appears. He distinguishes between the objectively true
that can be experimentally validated as appearances of real things and the subjec-
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tive and false perceptions that only depends on the observer.

Although Lambert’s philosophical contributions can be seen as premature aspects
of Kant’s work, a strength of Lambert was that ‘he was an original and creative
mathematician and practising scientist, who knew fromhis own experience what it
was to do an experiment, devise an instrument, and prove a theorem’ (Beck, 1969,
p. 402–403). Immanuel Kant distinguished between the noumena (the objective
‘thing-in-itself’, impossible to access) and the phenomena (the manifestation that
is accessible to the perceiver through their senses) in his transcendental idealism,
so although he assumed that there was some objective, physical world, it is only
the world that emerges from that which transcends as phenomena that is relevant
and accessible.

In the 19th century, the idea of the thing-in-itself became important in the monis-
tic idealism of Georg Wilhelm Friedrich Hegel Collinson and Plant, 2006, p. 149.
It was further developed by Edmund Husserl, often referred to as the founder of
(transcendental) phenomenology (e.g. Jacquette, 2004; Blackburn, 2016). The
idea of relying on an objective, albeit not accessible, world was criticised by Hei-
degger, who instead developed his hermeneutic phenomenology in which an ob-
jective physical world is meaningless, and meaning emerges from interaction and
experience. Husserl found that;

As phenomenologists we must be as it were non-participating onlookers at the life
of consciousness, which can only in this way become the pure theme of our experi-
encing. (Husserl, 1928/1997, p. 222)

This position clashes with Heidegger’s ideas of existence as only being meaning-
fully defined as inseparably embedded in the world. Transcendental and exis-
tential phenomenology was later developed further by, for example, Simone de
Beauvoir (e.g. de Beauvoir, 1997), Jean-Paul Sartre (e.g. Sartre, 2022), Maurice
Merleau-Ponty (e.g. Merleau-Ponty, 1945/2014), and Frantz Fanon (e.g. Fanon,
2001).

2.1.2 EXISTENTIALISM

A key axiom of existentialism is the lack of rational understanding of the world,
and the emotional consequences of the lack of certainly is part of what defines ex-
istence (Blackburn, 2016, p. 167). The 19th century Christian philosopher Søren
Kierkegaard is often identified as a founder of this branch of philosophy, for in-
stance by discussing a existential dread in terms of anxiety (angst) that has to be
embraced as it is meaningless to attempt to treat it (Kierkegaard, 1844/2014). An-
other important existentialist of the 19th century was FreidichNietzsche who, con-
trary to Kierkegaard, had strong objections to the Christian dogma, and instead
emphasised the necessity of escaping religion and instead shape one’s own char-
acter (Blackburn, 2016, pp. 330–331). A common concept in existentialism are
existential crises as significant events that provide insights into the nature of the
world, that goes beyond the mundane, regular, and expected.

Existentialism rose in popularity among European philosophers in the wake of the
tumultuous middle of the 20th century (Blackburn, 2016, p. 167). It was also met
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with some concern due to the connections between some existentialists and the
Nazi movement; concerns that were, for instance, addressed by Sartre (2013) by
debating and arguing for the compatibility of existentialism and humanism. Ex-
istentialists like Sartre argue that the lack of objective and externally determined
meaning (that some people might find in religion) means that humans are free to
choose their own meaning. This has received some criticism for underestimating
societal power structures that limits the ability of some people to define their own
meaning. For example, de Beauvoir (1997) emphasises that sexist structures de-
termines what roles are accessible to different people, and Fanon (2001) highlights
how colonialism can have a similar role in determining what power people have in
shaping their own situations and futures.

There are also philosophers who are often associated with existentialism due to
their rejection of objective meaning, but who did not see themselves as such since
they did not agree with the argumentation or conclusions of the existentialists. For
example, Sartre believed thatHeidegger and himself were both existentialists since
they both ‘believe that existence comes before essence—or, if youwill, that wemust
begin from the subjective’ (Sartre, 2013, p. 27). Heidegger, however, did not agree
with this and found this existentialism to just be another way of separating human
nature and human existence, and that it is the separation rather than the order
that is the key problem for understanding what it means to be human (Heidegger,
2008).

Albert Camus, another philosopher sometimes described as existentialist, consid-
ered existentialism philosophical suicide, since themeaningless of the world is dis-
covered, but this discovery is negated by attitude of choosing a new meaning (Ca-
mus, 2005). As an alternative, Camus proposes absurdism, that is, that there is
a conflict between the irrational world and the human desire of rationally under-
standing the world. Instead of attempting to resolve this conflict, humans should
accept the absurdity and enjoy the struggle.

2.1.3 POSITIVISM AND POST-POSITIVISM

Other views on the nature of the world (and ways to access it) were developed in
parallel with phenomenology. In the early 19th century, Auguste Comte started to
question the nature of scientific understanding in a way that can be seen as philos-
ophy of science in a more modern sense (Bourdeau, 2022). According to Comte,
humanity is passing through three stages as their understanding of the world ma-
tures; a theological stage, a metaphysical stage, and finally a positivist stage.

The first of Comte’s stages is the theological (also called military), and he claims
that humanity starts by searching for reasons behind phenomena and explaining
them through the invention of supernatural beings (Bourdeau, 2022). This stage
is followed by the metaphysical stage, where explanations are no longer primar-
ily ascribed to intervention of supernatural beings. This role is replaced by ab-
stract entities and constructs, but the typical queries are still regarding the cause
of phenomena. Ideas andpower changes frombeing enforced bymilitary powers to
‘légiste’ (roughly translates to lawyer or advocate). The final stage is achieved with
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the adjustment of perspective towards a strict interest in the phenomena them-
selves, that is, how they are governed rather than how they are caused. This is the
positivist, or industrial, stage, and it is closely related to empiricism. Comte did not
believe that it was possible to find any absolute truth, but believed that scientific
work would allow humans to gradually get increasingly close to the truth. Much
like the other paradigms, there are several directions that the development of pos-
itivism took since the origin. One such development is the logical positivism of the
Vienna Circle; a group of philosophers who took it upon themselves to combine
logic and empiricism and in doing so attempting to establish a new rigid scientific
method.

The idea of progressively getting closer to the truth was shared with Karl Popper,
who proposed falsification as a driver for such progress. Falsification comes from
a desire to address the problem of induction, central to the logical positivists—
that is, no matter howmany times a hypothesis is confirmed, the next observation
might still go against it—and it is instead proposed that ‘it must be possible for
an empirical scientific system to be refuted by experience’ (Popper, 2002, p. 18). A
trustworthy theory is thus not necessarily one that has been confirmedmany times,
but one that has failed to be refuted many times. This fits well with the principle
of Ockham’s razor, that the simplest and most general explanation is preferred.

There are, however, problems with this kind of progressive view of knowledge ac-
quisition. For instance, Kuhn (1962/2012) observed that scientific understanding
historically did not follow the linear progression from immature to mature that
people like Comte and Popper proposed. The development of scientific under-
standing is instead better described as cyclical, where certain paradigms ormodels
become popular and mainstream, but with time the utility of the popular models
decline since the problems they are well equipped to handle gets resolved leav-
ing only the problems which the models are ill equipped to handle. At that point,
the researchers will turn to more fringe theories, models, or paradigms, and when
something more appropriate is found there will be a ‘scientific revolution’ where
the fringe model becomes the newmainstream (Kuhn, 1962/2012). The new ideas
will be successful for a while, but will eventually end up in the situation where they
are no longer helpful, and the cycle starts anew.

The practice of gap-spotting is a related phenomenon, and refers to the practice
in science of choosing research questions by identifying gaps in the current un-
derstanding of the world (Alvesson and Sandberg, 2011). Gap-spotting is quite
reasonable given the assumption that there is an absolute truth that science it suc-
cessively getting closer to, but Kuhn’s observations related to scientific revolutions
highlights problems with the strategy. Although it is practically a perfectly valid
strategy to use when finding research questions, it will only provide insights that
are progressively more detailed aspects of the paradigm, while making it more dif-
ficult to identify more fundamental problems with the paradigm itself. The risk
of the practice is therefore that it promotes over-reliance and over-generalisation.
An alternative strategy, that can be conducted in parallel with gap-spotting, is the
problematisation methodology which instead aims to identify and challenge the
assumptions of the models used when understanding various phenomena (Alves-
son and Sandberg, 2011).
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Due to some issueswith traditional and logical positivism, in particularwhen study-
ing humans and their behaviour, the paradigm post-positivism was established.
The ontological stance of post-positivism is that there is a single reality out there,
although it might not be accessible (Creswell, 2013, p. 36). The epistemological
stance is that reality is constructed through research and statistics, since it only
can be approximated. When studying humans, it is important to avoid interaction
with participants to not bias the data; the validation should come from peers and
not from the participants.

2.1.4 PRAGMATISM

Towards the end of the 1800s, whileHusserl wasworking on his phenomenology in
Europe, another approach to questions regarding the nature of the world and what
can be known about it was developed byCharles Sanders Peirce andWilliamJames
in America. This philosophical school became known as pragmatism (see James,
1907/1995, for a succinct introduction), and shares Comte’s scepticism towards
the value of metaphysics. Many of the ideas of pragmatism had already been used
earlier:

There is absolutely nothing new in the pragmatic method. Socrates was an adept
at it. Aristotle used it methodically. Locke, Berkeley and Hume made momentous
contributions to truth by itsmeans. ShadworthHodgson keeps insisting that realities
are only what they are ‘known-as.’ But these forerunners of pragmatism used it in
fragments: they were preluders only. (James, 1907/1995, p. 20)

A core principle in pragmatism is the evaluation of theories and notions based on
what practical consequences they have. It is worth noting that this evaluation is
for the specific case for which the consequences are relevant, and not the general.
Otherwise, the analysis would risk resulting in an overgeneralising dogma, which
is frowned upon by pragmatists. Pragmatism is thus closely related to functional-
ism. That said, Pierce and James had somewhat conflicting ideas on what the true
meaning of pragmatism is, for which reason Pierce attempted to coin ‘pragmati-
cism’ as the term for his understanding of the concept (Peirce, 1905).

Pragmatism aims to avoid getting bogged down in metaphysical discussions, and
instead to contribute to more constructive debates. There is no objection to pur-
suing metaphysical ideas, but it can be destructive to try to find ‘the one Truth’
(which pragmatists are not convinced exist), rather than a sufficient truth. There
are thus no general problems with theory as such according to pragmatists. On the
contrary, theory can provide powerful tools with which problems can be addressed
and resolved. It is just important to not get impractically attached to specific the-
ories, but instead keep an openmind and only rely on theories that are practical in
the specific cases.

The ontological stance of the pragmatists are thus that reality is what is useful
and practical, and reality is accessed through a large variety of situationally appro-
priate tools, which is the epistemological stance (Creswell, 2013, p. 37). William
James also proposed the stance he called ‘radical empiricism’ (James, 2003/1912),
in which he rejected transcendentalism and emphasised the truth in experience
from senses. It is pragmatic in its understanding of truth as something experi-
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enced rather than objective, despite the metaphysical complications it might lead
to.

2.1.5 CONSTRUCTIVISM AND CRITICAL THEORY

Constructivism is based on the idealist ontological stance that reality, as far as it
is relevant, is constructed by the perceiver of the world (Blaikie, 2016, pp. 22–23).
The constructs used to structure andmake sense of the world can be individual but
(as emphasised in particular in social constructivism) can also be constructed so-
cially. When studying humans from this perspective, it is not relevant to attempt
to capture some objective and general human nature; it is instead important to
not only investigate the human, but also scrutinise the constructs used by the re-
searcher and by the participants, to be able to interpret the data. Critical theory
goes further, and emphasises the fundamental impact various power structures
have on creating and enforcing the constructs used to understand the world.

2.1.6 ANARCHISM AND PLURALISM

Another paradigm worth mentioning is scientific anarchy, which is a criticism of
the rigorous methods that the other scientific paradigms are striving for. Scien-
tific anarchism was introduced by Feyerabend (1975/2010), who shared some of
the concerns of Kuhn (1962/2012) regarding Popper’s views on science. Feyer-
abend’s approach is, however, to point out that there have been many breaks with
established methods throughout history that ‘are necessary for progress’ (Feyer-
abend, 1975/2010, p. 7). The demarcation problem within philosophy of science—
the problemof where to draw the line between genuine science and pseudo-science
(Blackburn, 2016, p. 125)—is problematic according to Feyerabend, who found the
idea of such demarcation harmful. He instead emphasised the benefits of comple-
menting and collaborating with other traditions of knowledge, such as arts or re-
ligion. The term ‘anarchism’ is in this context referring to the decentralisation of
judgements regarding what knowledge is considered valid, while collapsing hier-
archies related to such evaluations. The take-home message of Feyerabend’s sci-
entific anarchism is not that ‘anything goes’, but rather that different methods,
traditions, and methods have their own valid relation to understanding.

A more recent criticism against the demarcation—not only between genuine sci-
ence and pseudo-science, but also into strict disciplines—is the anti-disciplinary
movement (Ito, 2017). It is sometimes seen as a more radical version of mulit- or
inter-disciplinary approaches in an attempt to get away from academic silos, were
there is little to no information or knowledge shared between disciplines. Although
the name ‘anti-disciplinary’ is new, the position has existed longer. For example,
when responding to a question regarding how to restore the true meaning of the
term humanism, Heidegger argued that such an effort was not meaningful, and
proceeded with stating that ‘[e]ven such names as “logic,” “ethics,” and “physics”
begin to flourish only when original thinking comes to an end’ (Heidegger, 2008,
p. 219); focusing too much on the demarcation of the different fields will hamper
the progress of developing deeper understanding. The anti-disciplinarymovement
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can, however, be seen as an overreaction, as it not only removes the problems with
the structured disciplines, but at the same time removes the benefits of such struc-
tures.

An alternative to anti-disciplinariness is pluralism, where the different disciplines
are allowed to develop according towhatmakes sense given the subject andpremise
that is studied. The goal is not to find one true theory to explain everything, but
rather to explain phenomena at a scale were it makes sense (e.g. Mitchell, 2009).
Different approaches, theories, and methods can co-exist in parallel. This is thus
a fairly pragmatic approach to philosophy of science. Acknowledging the value of
different approaches can help in situations where different approachesmeet, how-
ever, the contribution of that acknowledgement is to set the scene in a respectful
way. It is still necessary to put in the work of negotiating the meaning of shared
concept and learn to communicate in a constructive way (Lagerstedt and Thill,
2023b).

2.1.7 ETHICS

Although often considered a school of philosophy in its own right, and not a subset
of philosophy of science, it is worth also introducing ethics here, not least because
of the ethical consequences of deciding what is considered valid as knowledge and
world view. Ethics and morality are closely related concepts and refer to the study
or reasoning of what one ought to do in terms of it being good, right, virtuous, or
similar (Driver, 2006; Blackburn, 2016). Since ethics is concerned with how to be-
have, ethical issues tend to emerge in situations when someone can act, and their
actions affect the ability of another party to pursue their goals (Mason, 1995). This
would, for example, mean that death (which is often considered a bad or undesir-
able outcome) itself cannot be (un-)ethical since it lacks agency, whereas causing
someone’s death is unethical as it is an act that causes someone inability to pur-
sue their goals. What to do with such a distinction, and how important it is, varies
between different traditions. For instance is this view important for the hedonist
Epicurus who found pursuing pleasure and avoiding pain to be the fundamental
guidelines, while remaining ambiguous about death since it cannot be experienced
(Rosenbaum, 1986; Konstan, 2022). Aristotle instead argued that despite the in-
ability of a dead person to be aware of their situation, they can still be harmed and
are therefore subjects to ethics, partly due to the impact this harm can have on the
dead person’s descendants (Aristotle, 1995, book I, ch. 10).

There aremanymore perspectives and traditions within ethics, and two broad and
common perspectives are utilitarian and deontological ethics (Driver, 2006). Util-
itarian ethics considers actions to be good if the consequences of the actions are
good, but the evaluation of the consequences can be done at different levels, for
instance, in terms of timescale or individual versus societal level. Some exam-
ples of philosophers proposing utilitarian approaches to ethics are Jeremy Ben-
tham and John Stewart Mill (Driver, 2006). Deontological ethics, on the other
hand, disregard the consequences and instead attribute moral value to the actions
themselves, arguing for ethical behaviour by fulfilling ones duties. Some examples
of philosophers proposing deontological ethics are Immanuel Kant and Thomas
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Nagel (Blackburn, 2016, p. 320).

Amore recent development within ethics is the perspective of ethics of care, some-
times referred to as feminist ethics (Driver, 2006). The connection to feminism
comes from the critical position thatmany other ethical perspectives are abstracted
to the point where they no longer appropriately captures the complexities of real
situations, for instance by advocating moral systems framed as impartial. Instead
of trying to develop ethical systems on abstract virtues, duties, or utility, it is pos-
sible to instead base it on care (emphasising the relationships between carer and
cared for), which for instance is the case in information ethics (Floridi, 1999).
Some examples of philosophers proposing ethics of care are Carol Gilligan and Nel
Noddings (Driver, 2006).

There are, of course, many ethical perspectives frombeyond thewestern context as
well. For instance Confucian ethics from Asia which focuses on virtues, roles, and
social relationships (Cottine, 2019), and ubuntu from sub-Saharan Africa which
focuses on harmony and communal relationships (Metz and Gaie, 2010).

The theories or perspectives of ethics can provide a ground for moral judgements,
even though each perspective relies on some norms of the context. When faced
with an ethical problem such theories can guide the decision making, but to be
guided it is important to be critical and ask questions such as; Who should make
the decision? Who should benefit? How should the decision be made? And how
can similar issues be prevented in the future? (Mason, 1995). In many contexts,
there are explicit ethical guidelines developed to provide further support, and such
guidelines exist for instance for several aspects of science (e.g. American Psycho-
logical Association, 2017; European Comission, 2018; World Medical Association,
2018) and technology (e.g. Association for ComputingMachinery, 2018; The IEEE
Global Initiative on Ethics of Autonomous and Intelligent Systems, 2017).

2.2 KNOWLEDGE IN SCIENCE
The philosophical perspectives on knowledge are important as they serve as the
framing of whatever pursuit of knowledge is used in a more concrete sense. What-
ever observations are made or results are derived, the epistemological and on-
tological stance will always shape what conclusions can be drawn. The practice
of seeking out, develop, administer, and teach knowledge is the main purpose
of academia1, but how to organise that work, and determine who should do it,
is not only derived from epistemological and ontological considerations, but also
from ideals of what academia, and its relation to the rest of society, should be.
For instance, one of the most widely discussed set of such ideals (at least in a
European context) is the Humboldtian tradition (named after the 18th and 19th
century Prussian philosopher Wilhelm von Humboldt), which emphasises auton-
omy in the pursuits of students, teachers, and researchers, and advocates separa-
tion between academia and the rest of society (Josephson, Karlsohn, and Östling,
2014). Another (more modern) example of sets of ideals for academia are the at-

1This is, in Swedish law, subdivided into three specific sub-tasks; to teach, to conduct research, and
to engage in science outreach (SFS 1992:1434, ch. 1 § 2).
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tempts to consolidate different systems of higher education in Europe through the
Bologna Process (based on the Bologna Declaration of 1999), with the aim to pro-
mote mobility and cooperation within Europe, make the European higher educa-
tion more attractive and competitive, and improve the employability of the grad-
uates (Wächter, 2004). This approach is in contrast with the Humbodtian ideals
partly in how it promotes standardisation and emphasises societal needs as the
foundation for decisions about academic practise. An even more recent set of ide-
als have been proposed inspired by care ethics and slow culture, with the central
tenet of promoting sustainability of various kinds (Berg and Seeber, 2016; Urai
and Kelly, 2023). These sets of ideals are also opposing the Humboldtian ideal of
academia as an institution isolated from the rest of society, while echoing the value
of professional judgement. Although the ideals of making academia more broadly
accessible and relevant are shared with the Bologna Process, the ideals derived
from care ethics are sceptical of the Bologna Process’ focus on standardisation, ef-
ficiency, and competitiveness.

2.2.1 MODES OF REASONING

To approach a more concrete level of what conceptual tools are used to investi-
gate and structure knowledge, it is worth lingering in philosophy slightly longer, to
briefly consider different ways of reasoning. Traditionally, twomajor kinds of rea-
soning have been acknowledged in induction and deduction, but abduction emerg-
ing as a third kind during the 20th century (Douven, 2021). The logic of inference
is that a pattern of repetition is expected to continue, so the more examples of a
phenomenon is observed without any counter-examples, the more likely it is con-
sidered that the repetition is a rule. Investigation based on induction is sometimes
referred to as hypothesis generating, as the starting point is observations in which
some pattern (or hypothesis) is identified. Deduction acts, in some sense, in the
opposite direction, by starting with some theoretical knowledge (or hypothesis).
Theories can be investigated by comparing how consistent they with other theo-
ries or observations. If the initial information (the premises) is true, it follows that
what is deduced from it is necessarily true (which is not the case in inductive rea-
soning). The process of generating empirical evidence to compare against theories
using deduction is for that reason sometimes know as hypothesis testing. A key
aspect of scientific learning is arguably the iterative process of oscillating between
theoretical speculation and the accumulation of empirical evidence, thus continu-
ously switching between hypothesis generating and testing (Box, 1976).

Abductionwas initially also considered amethod of hypothesis generation, andhas
more in common with induction than deduction, but is currently considered a dis-
tinct mode of reasoning (Douven, 2021). Abduction (sometimes known as ‘infer-
ence of the best explanation’) is to accept the explanation that, if true, best explains
the information at hand. The key difference between induction and abduction lies
in the emphasis on explanation in abduction, whereas induction is constricted by
the premise, and is not used to draw broader conclusions than that (Blackburn,
2016, p. 243). To better understand the structuring of empirical evidence into the-
oretical structures, it is reasonable to introduce the concept of models.
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2.2.2 CONCERNING MODELS

Models have been used in academia for a long time, although with some variation.
The scholastics used it as a focusing of abstract ideas, and several philosophers
have contributed with their ideas, such as how they simplify or represent various
things (Blackburn, 2016). A theoretical model can be described as ‘an integrated
set of propositions that state relationships between various concepts and that has
been successfully subjected to empirical testing’ (Blaikie, 2016, p. 84). Some such
models can be translated into mathematical models by formalising the proposi-
tions into specific symbolic terms. The main idea behind models is to simplify
whatever is to be studied, producing something simpler andmore controllable that
can be studied and understood.

An important insight regarding models is that all models are wrong, but some are
useful (Box, 1976). That claim is not only a succinct summary of pragmatism, but
it also emphasises the point that models are simplified representations of some-
thing, and that the assumptions regarding the model being valid although simpli-
fications have been made, only holds for certain conditions and for certain ranges.
Very different models can be used for the same phenomena depending on what
is needed from the model. An example from physics, often used in philosophy of
science, is how both Newtonian mechanics and Einsteins’s theory of relativity can
be used to describe the movements of objects (see e.g. Kuhn, 1962/2012, p. 99).
Although the theory of relativity has been found to more accurately represent and
predict observations, Newtonianmechanics is still used since it is easier to use, and
the differences in the results are negligible if the studied objects move sufficiently
slow. As long as the limitations are understood and respected, and the interpre-
tations are appropriate, it can still be valid to use models with lower accuracy or
level of detail.

An example with stronger connection to information theory is the problems in
thermodynamics that became particularly popular when attempting to understand
steam engines and the systems they are part of in the 19th and 20th centuries.
Two ways of looking at the problem became popular; in classic thermodynamics a
macroscopic view of volumes of gas on which work is done and heat is transferred
is adopted, while in statistical physics, on the other hand, the level of abstraction
is instead on the particles that the gas consist of and the likelihood of different
states are calculated. The concept of entropy was first introduced in classical ther-
modynamics as the ratio between heat transfer and temperature of a system, and
interpreted in statistical physics in terms of likelihood of the system being in cer-
tain states. It was formalised by Ludwig Boltzmann as

S = −kB∑
i

pilogpi, (2.1)

in which kB is Boltzmann’s constant, and pi is the probability of the system be-
ing in the i:th state. This was described by Willard Gibbs as the uncertainty in
the system after the known properties were taken into account, and has inspired
Claude Shannon to formalise his information theory in similar ways (Shannon and
Weaver, 1949/1963). The property he was after was the uncertainty in a discrete
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Figure 2.1: Schematic diagram of the Shannon-Weaver model for a general communicating system
(Shannon and Weaver, 1949/1963, p. 34).

information source and was formalised as

H = −K∑
i

pilogpi, (2.2)

where pi is the probability of outcome i and K is an positive constant to scale the
measure to the desired units (J ⋅K−1 in the case of thermodynamics). These equa-
tions are practically the same, that is, the properties of the function is the same in
both cases, and the difference is in the interpretation and the context of use. Im-
portantly, the pi refers to probabilities in both cases, but in equation 2.1 it is the
probability of molecular states while in equation 2.2 the probability refers to some
macro state of messages (Denbigh, 1994).

Shannon’s entropy (eq. 2.2) has been fundamental in developing information the-
ory. Shannon developed the theory to describe phenomena, and inform work,
on coding and transferring information in noisy signals (Shannon and Weaver,
1949/1963). His view of information was mainly from the perspective of an engi-
neer working on telegraphs and telephones, as it was part of his work at the Bell
Telephone Laboratories, and the system in which the information flows can be vi-
sualised as the diagram in figure 2.1. This model is general in the sense that it is
agnostic in relation to any specific implementation, but it still emphasises the tech-
nical aspect of communication. It is based on the idea of representing information
in atomistic pieces (bits), which can be physically represented in relays or flip-flop
circuits. Using this model, it is possible to derive how tolerant different signals are
to noise. Noise tends to maximise its Shannon entropy, so a clear signal will stand
out in relation to noise by minimising the Shannon entropy, that is, a signal un-
likely to occur randomly by chance will stand out in relation to the more common
random signals.

Although Shannon is primarily concerned with the technical aspects of his infor-
mation theory, there are instances of indications on how to generalise the model
for everyday communication between humans (see e.g. example 4 in Shannon and
Weaver, 1949/1963, p. 111). It is, however, more explicitly discussed in Weaver’s
introduction, in which Weaver explains it as ‘when I talk to you, my brain is the
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Figure 2.2: Schematic diagram of Weaver’s proposed expansion of Shannon’s general communica-
tion system to not only cover transfer of information, but also include transfer of meaning (Shannon
and Weaver, 1949/1963, p. 26).

information source, yours the destination; my vocal system is the transmitter and
your ear and the associated eighth nerve is the receiver’ (Shannon and Weaver,
1949/1963, p. 7). In addition,Weaver proposes an expanded version of the schematic
in figure 2.1 to accommodate for not only information but also meaning. This is
primarily done by introducing a semantic step between information source and
the transmitter as well as one between the receiver and the destination (see fig-
ure 2.2). The focus on coding, transmitting and decoding the information of a
message has inspired scientists to apply this theory of communication to percep-
tion as well. Barlow (1961) is, for instance, framing perception as transformations
of sensory messages combined with a redundancy-reduction principle, explicitly
inspired by Shannon andWeaver (1949/1963). The idea is that a perceiver is bom-
barded with sensory input, which is filtered by identifying what has a particular
key significance. The sensory input is seen as highly redundant, and the relevant
part of the input is considered to stand out against this noise in a way compatible
with Shannon’s model. This ‘efficient coding hypothesis’ uses neural fibres as a
physical interpretation of Shannon’s information channels.

2.2.3 METAPHORS AND EXPLANATIONS

When Shannon and Weaver (1949/1963) and Barlow (1961) extend or adapt the
model of a technical problem todescribe human communication, they are using the
machines as metaphors for humans. Metaphors are important tools for explain-
ing, conveying, or understand the world around us (Lakoff and Johnson, 1980).
By using metaphors, it is possible to understand new phenomena by comparing it
to something that is already known. In this case the communication among ma-
chines is used as the source domain for the metaphor to apply it to the target do-
main; communication among humans. There are many other metaphors to use
for communication (Krippendorff, 1993), each emphasising different aspects and
fitting different contexts. For instance, in the dance-ritual metaphor (e.g. Carey,
1989), communication is less like transmissions and more like a mutual activity.
Trying to improve communication using the transmission metaphor might lead
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to clearer annunciations, whereas the dance-ritual metaphor might inspire more
focus on feedback.

At a more general level, explanations have been studied for a long time. For exam-
ple, Aristotle classified explanations into of four kinds of causes that could answer
questions, including what something is made of or what its purpose is (Falcon,
2019). Examples of more modern categorisations of explanations are the three
layers of social explanation (Malle, 2006) and the three levels of analysis for in-
formation processing (Marr, 1982/2010). The studies of explanations has recently
received more attention with the increasing amount of recommender systems and
other systems able to derive conclusions or making decisions, giving rise to the
field of ‘explainable artificial intelligence’ (XAI). The experience and knowledge of
explanations within the social sciences is a great resource to rely on when devel-
oping this field, in particular since XAI typically has a strong technical focus while
dealing with topics and phenomena with a long history in other domains (Miller,
2019).

A common distinctionmade in XAI is the division into two different types (Lipton,
2018). First, there is ‘transparency’ which would generally aim to facilitate devel-
opment of appropriatementalmodels for the users, that is, make it clear what hap-
pens ‘under the hood’, and is in direct opposition to opaque ‘black box’ solutions.
Transparency can be further subdivided into different levels, such as transparency
at a systems level (simulatability) or at an algorithmic level. Noticeably, humans
are not transparent in this regard, so transparency is not necessary for interactive
agents or social interaction. That said, transparent systems have other benefits
that can be desirable in technical solutions, such as allowing for a different kind of
scrutiny.

Secondly, there are post-hoc explanations, which consist of different kinds of mo-
tivations and explanations of specific decisions or behaviours given after the fact.
These explanations can be provided through various modalities and tend to either
rely on facts (the reason for something to happen) or foils (descriptions of hypo-
thetical alternatives that did not happen) (Lipton, 1990).

2.2.4 UNCERTAINTY AND STATISTICS

Themodel by ShannonandWeaver (1949/1963) is largely dealingwith somemean-
ingful structure (the signal) in a noisy environment. The noise does not contain any
meaningful information, but its presence still contributes to some uncertainty. An
important part of scientific work is related to dealing with uncertainty, which can
have different sources and affect different aspects of the pursuit of knowledge. The
more specific details of how to address uncertainty are, however, strongly depen-
dent and closely related to the ontological and epistemological stance relied on.
For example, from positivist and post-positivist perspectives, there is a single real-
ity ‘out there’, albeit challenging to access, meaning that there is an uncertainty in
the relation between what is measured and the resulting measurements. This can
both be at a theoretical level and at a more practical level.

At a theoretical level, the challenge is typically in determining howdifferent aspects
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are related and how they affect each other. The aspects of interest are often dis-
cussed in terms of variables, that is, things that can vary. When different variables
change together (in the same or opposite direction), they are correlated (positively
or negatively, respectively). This correlation might, on the one hand, be spurious,
meaning that changes in the variables are actually independent and the apparent
relation is only a coincidence. On the other hand, it is possible that there is a gen-
uine relation between the variables. For instance, changes in one variable might
cause the other variable to change, in which case the prior is the independent (or
explanatory) variable and the latter is the dependent (or response) variable in a
causal relationship. Another potential reason for correlation between variables is
that there is a confounding variable affecting both of the correlated variables at the
same time. To address the uncertainty related to the relation between variables, it
is common to construct experiments, designed to provide enough control over the
variables to allow assessment of causality. A potential risk of designing overly con-
trolled experiments is that they become too artificial and no longer correspond to
the situation or phenomenon initially intended to be studied. Such considerations
are often discussed in terms of external or ecological validity2.

At amore practical level, there is uncertainty associatedwith the quality of themea-
surements themselves (sometimes discussed in terms of reliability). To deal with
this kind of uncertainty it is common to rely on induction combined with statistics
(Box, 1976). With sufficient amounts of examples, in the absence of counterex-
amples, it is possible to use induction to discover some systematic structure, and
the variation in measurements beyond those structures can be ascribed to noise
or other errors in the measurements. The role of statistics is in the assessment of
things like what amount of examples are sufficient, and what amount of variation
is reasonable to ascribe to noise. The statistical methods are not able to dismiss
the uncertainty itself, but rather provide ways to systematically and quantitatively
asses the risks of drawing incorrect conclusions from observations. A particularly
common way of using statistics for such an assessment is to conduct a statistical
test, where the likelihood of a specific set of observations are calculated based on a
set of assumptions (see e.g. Savage, 1972, ch. 16). Importantly, one of the assump-
tions is that the simplest andmost general prediction, given the already established
knowledge, is true (this principle is the previously mentioned Ockham’s razor, and
the prediction is referred to as the null hypothesis). If the observations are deemed
unlikely given the assumptions, the null hypothesis is rejected in favour of the al-
ternative hypothesis that is most general and simple given the new information.

In a simplified and abstract way, the situation faced when conducting a statistical
test is the following; either the null hypothesis or the alternative hypothesis is true,
but whichever is the case, the observations can support either hypothesis (Savage,
1972, ch. 16). If, for instance, the null hypothesis is false (this is knowledge that
the tester does not have access to) but the observations do not deviate enough from
what is expected (due to some kind of noise), the appropriate decision is to not re-

2The term ‘ecological validity’ was initially coined by Egon Brunswik in the 1940s to refer to the
conceptual distance between a measured variable and the phenomenon it intends to measure, but has
later come to refer to howwell an artificially controlled experimental situation corresponds to an actual
‘in the wild’ situation (Hammond and Stewart, 2001, ch. 6).
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ject the null hypothesis. Although this is the correct decision given the available
information, it is an error. Inversely, it is also possible to get observations strongly
in favour of rejecting the null hypothesis even if it is actually true (the true state
of the null hypothesis is, again, not information that is available to the tester), and
the correct decision given the available information is to accept the alternative hy-
pothesis. The prior error is know as error of the second kind (sometimes known
as type-II error or false negative) and the latter as the first kind (sometimes type-I
error or false positive).

The resulting probabilities from the statistical tests are real numbers in the range
[0; 1], so the tester still have to make the decision to either risk a type-I or type-
II error. There is a long standing convention to use 0.05 as the threshold for the
likelihood of observations to be considered ‘statistically significant’ in their devia-
tion fromwhat is expected (often referred to as the p-value), however, this number
was likely initially selected for practical reasons when selecting which tables to
print in early reference books (Stigler, 2008). Not only is the selected level of this
threshold actively debated (including to what degree the various problems persist
in Bayesian or frequentist schools of statistics, see e.g. Bayarri and Berger, 2004),
but even the practice of relying on it in the first place is controversial to the point
where the American Statistical Association published a statement in 2016 recom-
mending against the practice (Wasserstein and Lazar, 2016). Among the key prob-
lems identified where the trivialisation of the related uncertainties and the often
inappropriate interpretations of the statistics. Among the solutions are therefore
to not only refer to ‘statistical significance’ of results based on an arbitrary num-
ber, but instead accept the uncertainty and be thoughtful, transparent, andmodest
with respect to the data, analysis, results and their interpretations (Wasserstein,
Schirm, and Lazar, 2019).

Another common way to use statistics is to concisely summarise data, and among
the typical descriptive statistics are measures for central tendencies and variation.
Importantly, thismeans that the statistics are features of a dataset and not features
the the data points themselves, that is, when an instance belongs to a group, the
properties of the individual instance will contribute to the properties of the group,
but belonging to the group does not necessarily mean that the instance have the
property that is typical for the group. The categorisation of instances into groups
can be done inductively by assessing which points are similar or deductively by re-
lying on some pre-established theory, but the categorisation is either way a case
of applying a mathematical model to approximate the real world (Box, 1976). Al-
though itmight be possible to identify differences and correlations between groups
using statistics, the reasons for such patterns cannot be found in the statistics. This
distinction is important to emphasise to prevent inappropriate interpretations of
the data, in particular given the historical context of the development of modern
statistics. Much of the important work of developing statistics started in the 19th
century, when Francis Galton applied quantitative methods in social sciences to
investigate hereditary properties of humans (Norton, 1978). The explicitly mo-
tivation for this work was to facilitate eugenics (that is, classifying humans into
different populations that would be the foundation for selective breeding), and
was popularised at the turn of the century by Karl Pearson and later continued

25



CHAPTER 2 CONCERNING KNOWLEDGE

by Ronald Fischer (Norton, 1978; Bodmer et al., 2021).

2.2.5 COMPLEXITY AND EMERGENCE

A property of some systems that can make them more difficult to investigate is
complexity, which in turn can lead to emergent phenomena. When a system or a
model have several interdependent parts, it may be complex. It is, however, not
uncommon for the concepts of ‘complex’ and the related concept ‘complicated’ to
be conflated (Page, 2011, p. 7). Complexity is a concept that attempts to capture
how many parts (and kinds of parts) a system consist of, and how interconnected
those parts are. ‘Complicated’ is, on the other hand a concept of less theoretical
importance, and its more of a synonym to unmanageable or difficult. A system can
be complex but not complicated, complicated but not complex, neither, or both.

Two concepts of relevance to complexity are redundancy and degeneracy; both re-
fer to the property of having multiple versions of the same thing in the system, but
the difference is in how they are repeated (Edelman andGally, 2001). Redundancy
refers to multiple copies of something; the same function is fulfilled by behaving
the same. Degeneracy, on the other hand, refers to multiple ways of achieving the
same thing; the same function is fulfilled by relying on structurally different ele-
ments. Both redundancy and degeneracy can provide robustness to a system, since
they are providing backups if something some of the redundant/degenerate part
of the system would break or get removed, but an advantage of degeneracy over
redundancy is that degeneracy will also improve the robustness in relation to a
changing context or circumstance. For example, imagining a robot built either re-
dundantly with two cameras or degenerately with a camera and a LIDAR scanner
to collect information regarding physical barrier in the surrounding area. Both
designs would be robust enough to be able to handle one of the cameras break-
ing, however, if the circumstance would change by the light going out, the cameras
would no longer be useful, but the LIDAR scanner would. Only the degenerate
design would therefore be sufficiently robust for the case of the light going out.

Through the complexity of a system, it is possible that certain phenomena emerges
from the interaction of the smaller parts. Pressure can be used as an example from
thermodynamics, where it on the one hand can be seen as a property of a volume
of gas in classic thermodynamics, but on the other hand, from a perspective of sta-
tistical physics, pressure instead emerges in a system of interacting particles and is
seen as the rate and energy of collisions. An example closer to informatics is Con-
way’s Game of Life (Gardner, 1970). The ‘game’ is a cellular automation, where the
state of the world (consisting of a large grid of cells that are either ‘dead’ or ‘alive’)
is evaluated in discrete time increments based on three simple and deterministic
rules and solely on the previous state. Due to the deterministic nature, the entire
evolution is determined by the initial state. Based on the very simple premise it is
possible to get quite complicated behaviours that can be difficult to predict, despite
the determinism and the few and simple rules.

Emergent phenomena have been shown to be relevant for physically embodied
agents as well. In robotics, an early example of macroscopic behaviours emerg-
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ing from a combination of few and simple rules are Braitenberg’s vehicles (Brait-
enberg, 1984). The most simple of those vehicles—consisting of two motors, two
light sensors, three wheels, wires and a platform—are hard wired to display light
avoidance (or attraction) behaviours by wiring light sensors to the motors. From
there, even more complicated behaviours are derived from the same principle. An
example of emergent macroscopic behaviours based on, but not intentionally di-
rected by, microscopic rules in biological systems is the murmuration (or flocking)
of starlings (Cavagna et al., 2010).

Relying on emergent phenomenon can, however, be controversial since it funda-
mentally relies on a holistic ontological stance.

On the one hand, many scientists and philosophers regard emergence as having only
a pseudo-scientific status. On the other hand, new developments in physics, biology,
psychology, and crossdisciplinary fields such as cognitive science, artificial life, and
the study of non-linear dynamical systems have focused strongly on the high level
‘collective behaviour’ of complex systems which is often said to be truly emergent,
and the term is increasingly used to characterize such systems. (Emmeche, Køppe,
and Stjernfelt, 1997)

An important part of the problem of studying emergent phenomena is that it is
very difficult to rely on reductionist methods for doing so. Cutting individual con-
nections in a heavily interconnected system will typically not have much effect ini-
tially, since the rest of the systemwill be able to compensate for the change. This is
sometimes know as the system’s robustness, which can be described as ‘the ability
to recover from a perturbation on a time scale which is short compared to the sys-
tem’s lifetime’ (Ladyman and Wiesner, 2020, p. 79). An important contribution
of care ethics is how it highlights the value and labour of building and maintain-
ing relations in complex systems, which is another way of considering the fleeting
value of individual connections in a robust complex system.

2.2.6 DIVERSITY

Diversity is a concept that is closely related to complexity, and can be difficult to de-
fine due to hierarchical interdependence and fuzziness of many categories (Junge,
1994; Page, 2011). There are nonetheless many reasons why diversity is important
in a complex system, for instance the robustness that it provides, and different
kinds of diversity is important for a large amount of fields and context such as
ecology and economics. For instance, diversity is sometimes divided into alpha,
beta, and gamma diversity in ecology (Jost, 2007). Alpha diversity corresponds to
the average diversity within a location or within a community, beta diversity is the
difference in species composition between locations or communities, and gamma
diversity condenses down both alpha and beta diversity into one concept. In addi-
tion, there are different aspects of diversity to consider, for instance the number of
species (richness), the relative abundance of the species (evenness), or presence of
rare or endangered species. The different kinds of diversity is more or less relevant
for different situations, contexts, and fields.

There are many proposed methods of measuring diversity (Junge, 1994), each
methodhighlighting different aspects of diversity andhave different purposes. Dif-
ferent fields have different intuitions regarding how the measures should behave,
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but concern has also been raised regarding using simple numerical measures for
diversity (Hoffmann and Hoffmann, 2008). The strength as well as the problem
of such measures are that they are simple and comparable numbers, but they get
to that state through compressing diversity to a number by excluding information
and context. This is a strength when considering specific aspects of diversity for
comparable locations, but can be misleading if this number is taken to mean some
general objective diversity. Diversity measures therefore need to be used in com-
bination with explicit disclosure of assumptions and appropriate interpretations
(Winkle et al., 2023a).

There are different general strategies of constructing diversity measures. For vari-
ation within a type (of which each instance can be captured on a parametric scale)
it is possible to use measures such as variance or standard deviation (Page, 2011).
Measures for diversity between types are arguably a bit more complicated, and can
for instance be based on entropy or distance (Junge, 1994; Page, 2011).

Many of themeasures based on entropy can bewritten in the formof aHill number,

qD ≡ ⎛⎝
ξ

∑
i=1

pqi
⎞
⎠

1/(1−q)
(2.3)

in which pi is the relative abundance of species i, ξ is the number of species, and q is
a constant defining different diversity measures (Jost, 2006). At the limit when q
approaches 1, the diversitymeasure becomes the exponential of the Shannon index
(see equation 2.2). By dividing the Shannon index with its theoretical maximum
(the logarithm of the total number of species) the Shannon index can be bound to
the range [0;1], resulting in the Pielou index

J = H

Hmax
= − 1

logξ

ξ

∑
i=1

pilogpi, (2.4)

inwhich pi is the relative abundance of species i and ξ is the total number of species.

Diversitymeasures relying on distance have for instance been represented through
geometry (Junge, 1991) or networks (Weitzman, 1992). A specific example of dis-
tance based diversity measure is the Distance from Even Representation (DER)
created as a tool to examine groups in terms of representation of men and women
(Offenwanger et al., 2021). The measure is defined as

DER = women −men

women +men
, (2.5)

and is bound to the range [-1;1]. 0 corresponds to equal representation, and the
distance from 0 corresponds to the over-representation of one of the two genders
included in this model. This is a good example of a simple measure that clearly
highlights a very specific aspect at the cost of not being able to handle more than
two genders, or any intersectional or dynamic aspect of gender. The simplicity
makes it transparent in the sense that the limitations are clear and interpretations
become comparatively easy to make and put in context.
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CHAPTER SUMMARY
This chapter has introduced and discussed several major paradigms, perspectives,
and approaches to knowledge. Initially it was done at a abstract and philosophical
level, but in the second half of the chapter, the discussion was at a more practical
level. A purpose of this discussion is to provide a theoretical foundationwhich both
highlights different fundamental ideas that have emerged and reemerged through-
out history. Although many of the theories or perspectives are incompatible at
some level, they are typically also quite interconnected. Another insight to get from
this discussion is how, even the most abstract paradigms, are derived in, and af-
fected by, historical and societal contexts. The breadth and complexity of these
perspectives and paradigms also serve as motivation for my pluralistic stance.

I addition to being a general primer to philosophy of science and scientificmethod-
ology, the presented paradigms, perspectives, and approaches will serve as refer-
ence points for theories and practices presented later in this thesis. For example,
by understanding the conflict in epistemological stances between two theories, it is
sometimes possible to identify the difficulty of thoroughly integrating them. This
is, for instance the case in section 3.5 where different flavours of practically the
same idea emerges from theories based on very different ontological and epistemo-
logical stance, making the translation of the concepts between theories non-trivial.

Also the parts of this thesis that present more practical or empirical work relies
on material from this chapter. Tools such as models, metaphors, and statistics are
used in several occasions for highlighting patterns in observations and measure-
ments, not least in the more empirically focused parts II and III.
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CHAPTER 3

PERCEPTION

After these introductory thoughts on what knowledge is, as well as some historical
context and development of those ideas, we can now move on more specifically to
the subject of perception, that is, how to access or interface with the potential ex-
ternal world. What perception is will to a large extent depend on the ontological
and epistemological stances and assumptions used, and it has been discussed in
an academic context for a long time. For instance, Plato discussed the relation be-
tween perception and knowledge in his Theaetetus (Plato, 1997) in the 360s BCE.
In particular the epistemological claim that ‘knowledge is perception’. This spe-
cific dialogue (Theaetetus) is unusual among the writings of Plato in the sense that
it is much more open-ended and inconclusive, focusing on exploring several valid
views rather than argue for a specific stance (Plato, 1997, p. 157), which can be seen
as a rare acknowledgement to the complexity of the concept of perception.

More recently, in the second half of the 19th century, Helmholtz (1875/2011) ap-
proached the topic of perception in his background of physics and physiology.
Helmholtz made a distinction between sensation and perception, where the prior
refers to the excitation of neurons in response to physical processes in the world,
and the latter refers to ‘the laws according to which these sensations result inmen-
tal images of determinate external objects’ (Helmholtz, 1875/2011, p. 5). Sensation
is thus, from this perspective, associated with physics and physiology, and percep-
tion with psychology. This distinction is common, although the specific circum-
stances and mechanisms vary among disciplines and perspectives. For instance,
the computer scientist Marr (1982/2010) had a very similar idea as Helmholtz,
whereasMaturana andVarela (1987), biologist and cognitive scientist respectively,
preferred to relate perception to action and experience rather than mental repre-
sentations.

I will in this chapter introduce some perspectives and theories from domains such
as biology, philosophy, and psychology. For example, ethology, phenomenology,
and gestalt psychology are theories from the respective domains, and are all con-
cerned with both perception and behaviour to various degrees. They have been
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developing more or less since the 19th century (although it is of course possible
to track the ideas further back in time). Curiously, a substantial amount of work
on those theories can be traced back to Franz Brentano (see figure 3.1) who, his
own work aside, supervised several students who would play major roles in the
philosophy and psychology of the 20th century (Jacquette, 2004), in particular
in the European context. Among them were Sigmund Freud, founder of psycho-
analysis, and Edmund Husserl, in some sense founder of phenomenology. The
latter of the two supervised Martin Heidegger, who developed the ideas into the
hermeneutic phenomenology of his existentialism. Gestalt psychology was first in-
troduced by Christian von Ehrenfels (von Ehrenfels, 1890) (a student of Brentano
(Jacquette, 2004)), picked up by Max Wertheimer (Wertheimer, 1912/2012), and
developed by Kurt Koffka andWolfgang Köhler. The last three were all students of
Carl Stumpf, another student of Brentano (Jacquette, 2004).

Many of the prominent personalities in each of these disciplines thus knew of each
other, and of each other’s work, so the disciplines did not develop in isolation.
There were, however, complicating factors making collaboration more difficult.
For example, most of the ethologists and phenomenologists, including gestalt psy-
chologists, published in German (and some extent French), which introduced a
barrier for English speakers (see e.g. Tinbergen, 1957; Wagemans et al., 2012a).
Many key figures also lived in Europe, which had a politically very turbulent first
half of the 20th century. Although uncomfortable, it is important to acknowledge
the historical context of thiswork. It is particularly important to highlight that both
Heidegger and vonUxküllwere involved in the rise of theGermanNazi party. Their
work used in this thesis was not part of the Nazi propaganda, and they both had
complicated relations to the party and its politics. It can be difficult to determine
exactly what they did and why, in particular how to interpret claims made after
the fall of the regime, but for what it is worth, they both dedicated their respective
seminal books to people who were Jewish (Heidegger dedicated ‘Being and Time’
to Edmund Husserl ‘in admiration and friendship’, and von Uexküll dedicated ‘A
Foray into the Worlds of Animals and Humans’ to Otto Cohnheim who ‘lost his
appointment as a university professor because of racial politics’), despite the infa-
mous antisemitism of the Nazis. It does not remove the contributions they might
have made for the Nazi movement, but it is at least some evidence that they were
not fully committed to it.

Before introducing the broader perspectives, it is worth noting that there are dif-
ferent modalities of sensation of importance when accessing the world. Aristotle
relied on five senses (sight, sound, smell, taste, and touch) in his De Anima (On
the Soul, Barnes, 1984, pp. 640–692), but there are many kinds of senses beyond
that (e.g. balance and pain). Identifying and distinguishing between the different
modalities of sensation can be difficult, something that should be clear by the end
of this chapter. Also, the amount of importance is assigned to the differentmodali-
ties, the relation between them, and the role of the senses in general differ between
the various perspectives.
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Brentano
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Figure 3.1: A figure visualising relations between some major contributors to some of the fields dis-
cussed. A dashed connection represents the person to the right being inspired by the person on the
left; a solid line represents the person to the right being a student of the person to the left. The people
in green boxes are ethologists/biologists, those in blue boxes are phenomenologists/philosophers, and
those in red boxes are gestalt psychologists.

3.1 BIOLOGY
Biology is the study of life, and can therefore be considered a foundation on which
fields such as psychology and cognitive science rest. The amount of methods, per-
spectives, and approaches is vast, but one theory that might stand out in impor-
tance is that of evolution. It has, for instance, been argued that;

[s]een in the light of evolution, biology is, perhaps, intellectually the most satisfying
and inspiring science. Without that light it becomes a pile of sundry facts—some of
them interesting or curious butmaking nomeaningful picture as a whole. (Dobzhan-
sky, 1973, p. 129)

Despite a long history, the theory of evolution has still many open questions, and it
remains an actively researched area of biology. Several versions of theories of evo-
lution, or parts thereof, have been discussed for a long time, but a book that consol-
idated several prominent ideas of the time and presented a comprehensive theory
of evolution was Charles Darwin’s On the Origin of Species (Darwin, 1859/1909).
The work of Darwin—including his ideas on natural variation, selection, and ad-
vancement of organisation (evolution)—has been identified as an important (albeit
probably unintentional) instigator of turbulence in psychology, as well as other
fields, during the late 19th century (Tinbergen, 1957; Asch, 1952/1959; Skinner,
1974). Several other important advances in biology were made during the 19th
century (Woese, 2004), such as empirically highlighting problems with the ‘spon-
taneous generation’ hypothesis (Collins and Pinch, 1998, ch. 4) and identifying the
importance of the cell as a kind of biological building block (Lombard, 2014). After
the period of more basic theory building in biology of the 19th century, 20th cen-
tury biology was to a large dominated bymolecular- andmicrobiology, to an extent
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where the reductionist approaches and emphasis on specific applications replaced
ideals like holistic comprehensive understanding of biological phenomena (Woese,
2004). The discovery of the chemical aspects of heredity through DNA (Pauling
and Delbrück, 1940; Watson and Crick, 1953), and the chemical nature of fermen-
tation and enzymes (Heckmann and Paradisi, 2020) are examples of discoveries
that facilitated biology to be studied from the perspective that the identification
of some atomistic aspect will be the key to understanding the fundamental ‘code’
of the phenomenon. Similar approaches were popular in other fields as well dur-
ing the 20th century, for instance, the aforementioned Shannon-Weaver model
reduced communication to the sending and receiving of signals consisting of dis-
crete bits of information (Shannon and Weaver, 1949/1963), and the use of the
Hodgkin–Huxley model for spiking neurons (Hodgkin and Huxley, 1952) as the
foundation for cognition (Moore, Perkel, and Segundo, 1966).

To be clear, the discovery of DNA and other aspect of biology understood through
chemistry, as well as both the Shannon-Weaver model and the Hodgkin-Huxley
model, are all scientific work of importance that is difficult to overstate. The crit-
icism is not directed towards those discoveries, but rather towards the strong em-
phasis on such reductionist models, in particular in isolation from a larger bio-
logical context, that left the synthesis of basic, overarching models lagging in the
20th century (Woese, 2004). That said, there have been advances withmore holis-
tic approaches as well during the 20th century, such as the modern and extended
synthesis of evolutionary theories, Umweltlehre, and ethology.

3.1.1 EVOLUTION

Evolution is a good place to start when approaching biology since the theory of
evolution is:

quite rightly called the greatest unifying theory of biology. The diversity of organ-
isms, similarities and differences between kinds of organisms, patterns of distribu-
tion and behavior, adaption and interaction, all this was merely a bewildering chaos
of facts until given meaning by the evolutionary theory. (Mayr, 1965, p. 1)

Darwin’s theory of evolution (Darwin, 1859/1909) was not the first, but it was ‘the
first to make a serious effort to present evolutionary events as due to a balance of
conflicting forces’ (Mayr, 1965, p. 2). Earlier theories of evolution tended to rely
on a single factor, such as the self improvement principle of the Lamarckian theory
of evolution or the catastrophism (the idea that sudden catastrophic events, such
as floods, created space for new forms of life) of Georges Cuvier. One of the key in-
sights of Darwinian evolution was thus that several concurrent mechanisms would
give rise to the phenomenon. The core idea in Darwinian evolution is that there
needs to be a variety in hereditary properties of individuals in a population, in an
environment with sparse resources (Krebs, 2009, p. 19). The sparsity will lead to
competition between individuals for the resources, which can be envisioned as a
kind of pressure biasing against certain compositions of properties. Those able to
produce more surviving offspring will become more numerous, which, in turn, re-
sults in their traits being more common. This is what sometimes is referred to as
natural selection. This is, however, a simple version, and there are several addi-
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tional aspects to include and study further. For example, it is disputed what the
most relevant level of selection to consider is (Mayr, 1997), and some suggestions
are that selection happens for individual genes (Dawkins, 1976/2016) or for groups
of individuals (Sober, 1993, ch. 7).

Although Darwin’s work was an incredibly important step towards understand-
ing evolution, it was not the complete picture. The work towards understand-
ing evolution progressed much after Darwin, but the progress was made in many
different directions, since different aspects of biology and evolution were inves-
tigated in parallel. During the first half of the 20th century, researchers started
to acknowledge this diversity of progress and started to work on compiling the
progress (including new sub-disciplines such as genetics) into something coher-
ent, and by the middle of of the century the Modern Synthesis emerged (Pigliucci
and Müller, 2010). The modern synthesis has since then served as an important
reference point, but much progress has happened since then and researchers in
biology are currently debating and contemplating if it is time for a revision; the
Extended Synthesis. Among the new concepts that are potentially introduced are
epigenetic inheritance and niche construction, as well as evo-devo; the interaction
and interdependence of evolution (typically relevant at a timescale of generations)
and development (typically relevant at a timescale of less than a life time).

3.1.2 UMWELTLEHRE

Another way to theoretically approach biology, compared to the large scale per-
spective of evolution, is to focus on individual animals and their entanglement in
their environments. An early and influential example of such bottom-up approach
is Umweltlehre (see e.g. von Uexküll, 1909/1921; von Uexküll, 1928a; von Uexküll,
1934/1957). Umweltlehre was developed in the late 1800s and early 1900s by
Jakob von Uexküll, and it is based on careful observations of a variety of animal
species (Brentari, 2015). The word Umweltlehre can be translated to ‘theory of the
environment’, making the importance of the environment’s role very clear. The
‘Umwelt’ (pl. Umwelten) is the subjectively constructed environment of an ani-
mal, and thereby intrinsically tied to the properties of the specific animal. The
only parts of the environment that are meaningful are those which can affect or
be affected by the animal, which highlights the fundamental connection between
interaction and perception. Although the Umwelten are perceptions of the same
physical space (environment in this meaning of the word would be called ‘Umge-
bung’ in Umweltlehre), yet different compared to each other, no Umwelt is more
or less correct since ‘all animals, from the simplest to the most complex, are fitted
into their unique worlds with equal completeness’ (von Uexküll, 1934/1957, p. 11).

Two species who share the same Umgebung will thus not share the same Umwelt,
since the difference in for instance anatomy will allow different parts of the envi-
ronment to be relevant and visible for the different animals (see e.g. von Uexküll,
1909/1921; vonUexküll, 1928a; vonUexküll, 1934/1957). In addition, even though
individuals within the same species have many things in common, there are also
many variations that will affect the Umwelt. Each individual, have variations in
their anatomy, they might have different needs and goals, and they have their own
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history of interacting with the world, which in turn will shape their expectations
and experiences. For example,

[t]he best way to find out that no two human Umwelten are the same is to have
yourself led through unknown territory by someone familiar with it. Your guide
unerringly follows a path that you cannot see. Among all the rocks and trees in the
environment there are some which, strung together in a sequence, stand out as land-
marks from all the others, although they are not apparent to a stranger. (vonUexküll,
1934/1957, p. 50)

Given this distinction between the Umwelt and Umgebung, they could be seen as
an individual’s phenomenological (or self-world) and physical world respectively.

An animal in the world will, from the perspective of Umweltlehre, interface with
the Umgebung via their ‘Innenwelt’ (approximately ‘inner world’, or their senso-
rimotor system), which consist of receptors, effectors, and the functional cycles in
between. This way, perception is a thorough entanglement of sensation and ac-
tion, since ‘[f]iguratively speaking, every animal grasps its object with two arms
of a forceps, receptor, and effector’ (von Uexküll, 1934/1957, p. 10). Although the
receptors can be considered input, and effectors the output, perception is not un-
derstood as a passive flow of information (from the surrounding world into the
animal, which is then deciding on a response). It is instead seen as a continuous
and active loop, which includes amutual perturbation of both animal (for example,
the expectations and needs might change) and surrounding (for example, objects
might move or break). Due to the close relation between the two, it is possible to
perform continuous adjustments throughout the interaction. The loops between
the receptor and the effector are called ‘functional cycles’ and are potentially reac-
tive interactions between the animal and its environment (similar to ‘reflex arcs’
of Dewey, 1896). The cycles are not only shaped by the morphology of the per-
ceiver, but also by aspects such as their past experiences, mood, and current needs,
and will therefore consist of historically grounded basis of reactions (‘historischen
Reaktionsbasis’; von Uexküll, 1928a, p. 120).

A way of understanding the Umwelt is that it is what results after the Umgebung
is filtered through an animal’s Innenwelt (von Uexküll, 1909/1921). However, the
term ‘filtered’ can in this context be a bit misleading since it is not simply a case
of removing information in the environment to end up with a subset, but rather
a continuous and iterative process of constructing the world based on the state of
the perceiver and the physical world it inhabits. Since the Umwelt has been con-
flated by being understood as both a subset of the physical world or a constructed
phenomenological world—by both von Uexküll as well as by others—it is meaning-
ful to make a categorical distinction between the two concepts sharing the term
(Feiten, 2020). The more trivial understanding of Umwelt as the filtered subset
of the physical world that is accessible to the animal can, for that reason, be re-
ferred to as type 1 Umwelt, whereas the understanding of Umwelt as an actively
constructed experience can be referred to as type 2 Umwelt. I will in this thesis
generally rely on type 2 Umwelten.

The features in the Umwelt that are noticeable, in the sense that they are per-
ceived properties of the environment and milieu of an animal (mainly in terms
of what function the perceived has for the perceiver), are called ‘functional tones’
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(von Uexküll, 1934/1957). These tones are not constant, since the needs, goal, and
circumstances for the animal keep changing.

VonUexküll was quite controversial, not only fromamodern perspective onhis po-
litical views, but also at the time in terms of his perspective on biology (Brentari,
2015; Heredia, 2020). Three particular stances he favoured, but were generally be-
ing abandoned by mainstream biology at the time, were vitalism (the position that
living matter has some non-material vital spark that does not exist in non-living
matter), teleology (in this context; the position that evolution is goal-directed and
features in nature are developed to fulfil some purpose), and anti-Darwinism (al-
beit not anti-evolutionist, von Uekxüll mainly objected to how Darwinian theory
of evolution was used retroactively to explain anything, and how biological phe-
nomena were studied out of context) (Heredia, 2020). The debates regarding the
vitalist hypothesis has a long history, but it had a peak in the 19th century where
Louis Pasteur finally managed to make a series of convincing experiments contra-
dicting vitalism, in particular the idea of ‘spontaneous generation’ that life forms
can emerge spontaneously in the right conditions (although it was possible to in-
terpret Pasteur’s results favorably for vitalism, Collins and Pinch, 1998, ch. 4). Vi-
talism had almost disappeared from natural science by the 1930s, and remained
in philosophy of science for a couple of decades more (Mayr, 2010).

Von Uexküll was sometimes contradictory in his writings, but he was working in
the incredibly complex field of biology, and a key aspect of hisworkwas to acknowl-
edge that complexity (Brentari, 2015; Heredia, 2020; Feiten, 2020). Several of the
concepts might seem clearer and distinct with more than a century of hindsight,
but were discussed and investigated with millennia of traditions, opinions, and
conventions, thoroughly entangled with philosophy, religion, and politics, but in
the absence of knowledge of things like germs and genes (see e.g. Gibson, 2015).
Von Uexküll attempted to highlight the complexity of the nature of life, at a time
when the complexity of human understanding of life took priority.

3.1.3 ETHOLOGY

An important development in biology that followed from Umweltlehre, emphasis-
ing animal behaviours in the context of the respective animal, is ethology. Ethology
has been described as

the discipline which applies to the behavior of animals and humans all those ques-
tions asked and thosemethodologies used as amatter of course in all the other branches
of biology since Charles Darwin’s time. (Lorenz, 1981, p. 1)

The description might not say much, but it does highlight some things; ethology is
concernedwith studying animal (including human) behaviour, and it is done using
a large amount of different methods. The field started to emerge, mainly among
European zoologists, in the beginning of the 20th century (Tinbergen, 1957). It
was inspired by Umweltlehre, for instance in the sense that animals need to be un-
derstood with respect to their respective abilities and situations. However, ethol-
ogy also differ from Umweltlehre in some important ways. One such way is that
ethology explicitly aimed to step away from subjective experience as a subject to
study, and instead attempt to capture the ‘objective’ behaviours of the studied an-
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imals, without assuming any function or underlying motivation behind the be-
haviours. With that motivation, a common activity in early ethology was to sys-
temically document the portfolio of behaviours for each species (also known as
ethograms), however, over time it became clear that variation between individu-
als and dependence on context (see e.g. Webster and Rutz, 2020) meant that the
ethograms were of very limited use (Bateson and Laland, 2013). It is also common
to discuss behaviours in terms of ‘instincts’ within ethology, but it is worth noting
that this should not be understood as one half of an instinct-learning dichotomy.
Instinct and learning are instead two aspects of the continuously adjusted devel-
opment of an animal (Barrett, 2011, ch. 5).

The position of aiming for objectivity and avoiding assumptions regarding some in-
ner workings, is shared with the field of behaviourism that was developed around
the same time as ethology, but in America (Tinbergen, 1957). Ethology and be-
haviourism are similar in the sense that

[b]oth schools study behavior, and not a mysterious ‘psyche’, nor unobservable sub-
jective phenomena. Both aim at descriptions, and at formulations of problems, con-
cepts and conclusions that are as objective as in any other natural science. (Tinber-
gen, 1957, p. xv)

There are, however, also some differences between ethology and behaviourism.
In behaviourism, the problems considered relevant and interesting to study are
related to the causation in behaviour, and the methodology is mainly limited to
highly controlled experiments (Tinbergen, 1957). Ethology, on the other hand,
also takes interest in the survival values of observed life processes and in their evo-
lution. Observational strategies are also among the primarymethods, in particular
in naturalistic environments. In addition to typically focusing on different species
in the two fields, the results of the studies tended to be of different character—
the behaviourist generate specific, precise, andmore isolated pieces of knowledge,
the ethologist aimed for more integrated, holistic, and high level understanding of
larger structures.

A useful theoretical tool from ethology is Tinbergen’s four questions (Tinbergen,
1963). Tinbergen (1963) proposed that phenomena in biology can be studied from
different perspectives, but these perspectives can be approximated to one of the
following four; (1) how does it work, (2) what is it for, (3) how did it develop dur-
ing the lifetime of the individual, and (4) how did it evolve over the history of the
species. Both of the first twoquestions relate to the current state, and the difference
is that the first question is about themechanisms behind a behaviour (also called a
proximate explanation) whereas the second question (which is is answeredwith an
ultimate explanation) relates to the current utility of the mechanism (Mayr, 1961;
Tinbergen, 1963; Bateson and Laland, 2013). It is possible that ultimate explana-
tions change over time, that is, behaviours and body parts can change what they
are used for, which is an important mechanism in biology. The third question is
related to the development of the individual whereas the fourth question is instead
related to the evolution at a longer time scale. The recent approach of evo-devo has
somewhat blurred the lines between these two aspects, however, it is still useful to
also consider each question in isolation.

38



CHAPTER 3 PERCEPTION

3.2 PHILOSOPHY
There were important developments, of relevance to this thesis, also within philos-
ophy during the 19th and 20th century. I have already introduced some of them
briefly in the previous chapter (specifically section 2.1), so I will here mainly focus
on phenomenology of various kinds, since perception is at the core of those tradi-
tions. Phenomenology has also constituted a foundation for many perspectives of
perception, interaction, and cognitive science in general.

3.2.1 HERMANEUTIC PHENOMENOLOGY

An important development in the existential tradition of philosophy is the her-
maneutic phenomenology, which can be seen as Martin Heidegger’s reaction to
the transcendental phenomenology of Edmund Husserl. Husserl assumed an ob-
jective physical world, from which tones transcended into the phenomenological
world of the perceiver. This was criticised byHeidegger, who instead developed his
hermeneutic phenomenology in which an objective physical world is meaningless,
and meaning emerges from interaction and experience. Husserl found that ‘[a]s
phenomenologists we must be as it were non-participating onlookers at the life
of consciousness, which can only in this way become the pure theme of our expe-
riencing’ (Husserl, 1928/1997, p. 222), which contrasts with Heidegger’s ideas of
existence only being meaningfully defined as inseparably embedded in the world.

Heidegger introduced, with his bookBeing andTime (Heidegger, 1927/2010), sev-
eral ideas and concepts that have more or less directly inspired some of the im-
portant developments in cognitive science. The book discusses several aspects of
existence, such as what and how things exist, and finds that a core principle is that
existing things are defined by relations and confirmed by interaction. There are no
meaningful absolute essences and therefore no fundamentally true properties of
objects. Instead, the nature and relevance of an object is situationally determined,
and will thus change as the context changes, be it in a physical, historical, cultural,
or any other sense. The focus in Being and Time is on beings able to question their
own existence (‘Dasein’). The deep entanglement in an environment, necessary
for such a subjectively existing agent, is referred to as being-in-the-wold; a con-
cept similar to the more modern term ‘situatedness’ (Suchman, 1987, ch. 4.2) and
(Clark, 1998, ch. 8.8).

To potentially make the concepts more approachable, they can be phrased in eco-
logical terms. Each individual animal exists in an environment in which it has
developed as an individual, changing the environment to fit its needs, and chang-
ing itself to fit the environment (it is historically embodied, see Ziemke, 2001). The
surroundingworld of the agent cannot be perceived completely and objectively; the
particularities of the agent’s sensory organs, such as eyes, ears, whiskers, or skin,
will determine what is possible to sense, and prior experiences as well as current
needs and desires will be part of shaping the perception. This can at least be con-
sidered a type 1 Umwelt, but the experience focused constructivist type 2 Umwelt
is amore appropriate way of understanding this grounding. A consequence of how
existence is described in Being and Time is that it would be impossible to perceive
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an objective and disembodied environment, as it would be impossible for the agent
to relate to it; it would be an irrelevant world in which the animal would not ex-
ist. It is, however, worth noting Heidegger was concerned with humans (or rather
Dasein); animals not able to reflect on their own existence would not be included
in his philosophy. The certainty of existence is derived from the experience of the
death of others, but not confirmed until the own moment of death, which is curi-
ously also the moment when the Dasein is finally complete as well as the moment
when it ceases to exist (Heidegger, 1927/2010, div. 2, ch. 1). This focus and impor-
tance of death is in stark contrast to the hedonistic philosophy of Epicurus, who
instead downplayed the importance of death due to its inevitable and neutral na-
ture; since nothing exist in death it is nothing to be bothered about (Rosenbaum,
1986). I will generally extend the ideas beyond Heidegger’s restrictive view on
Dasien, or arguably consider different kinds of Dasein.

3.2.2 POST-HEIDEGGERIAN PHENOMENOLOGY

Several people continued and developed the work on phenomenology in different
ways beyond Heidegger’s writings. Partly by emphasising how different aspects
of existence informed or interacted with experience. For instance, Merleau-Ponty
(1945/2014) emphasised the fundamental significance and role of the body, high-
lighting that the Dasein is not an abstract being but thoroughly embodied. Sartre
(2022) highlighted the social contexts of existence by distinguishing some authen-
tic existence (être-en-soi, or being-in-itself) from the projected identity or role
(être-pour-soi, or being-for-itself), which he considered a kind of objectification
or self-deception. Another kind of self-deception emerges in the interaction with
others, where the relation with the other provides new opportunities for projection
(être-pour-autrui, or being-for-others).

Philosophers have also highlighted the fundamental importance identity in rela-
tion to societal structures have on experience and existence. For instance, de Beau-
voir (1997) focuses on gender and sex, and in particular propose that there often
are some default mode of existence in society (such as being a man) and the ‘oth-
ers’ are some secondary alternative (such as being a woman). Fanon (2001) is also
highlighting the fundamental nature of othering for existence, but is instead focus-
ing on colonialism and ethnicity.

3.3 PSYCHOLOGY
Althoughquestions regarding thenature of themind and the reasons for behaviours
have long been explored in philosophy, it was in the 19th century that psychology
started to become more like what is considered in the modern sense. Some of the
important pioneers were people like Helmholtz (1875/2011), Mach (1886/2000),
and James (1890/2017). These psychologists tended to focus on the nature of sen-
sations and on the brain, attempting to ground psychology in some physical pro-
cess. SigmundFreud, another important pioneer in psychology, instead focused on
mental aspects in a more abstract way in his psychoanalysis. During the early and
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mid 20th century, there were several approaches to psychology emerging that em-
phasised behaviour and coordination, for instance behaviourism (Skinner, 1974)
and cybernetics (Wiener, 1948/2013). I will in this section highlight gestalt psy-
chology and ecological psychology in particular.

3.3.1 GESTALT PSYCHOLOGY

The origin of gestalt psychology is by many (Wagemans et al., 2012a) accredited to
a paper addressing the perception ofmotion in consecutive still images (Wertheimer,
1912). However, the name gestalt had been used in a similar context, albeit some-
what less radically (Wagemans et al., 2012b), already in 1890 (vonEhrenfels, 1890),
in a paper discussing a book about sensation by Mach (1886/2000). An example
used in those texts is how individual musical tones can be perceived as a melody.
A fundamental idea for gestalt theory is captured in the question:

Is amelody (i) amere sum [‘Zusammenfassung’] of elements, or (ii) something novel
in relation to this sum, something that certainly goes hand in hand with, but is dis-
tinguishable from, the sum of elements? (von Ehrenfels, 1890/1988)

It is the latter of the two alternatives that gestalt theorists propose to be the case,
and discuss it early on in terms of auditory, visual, and tactile modalities (von
Ehrenfels, 1890/1988). Gestalts were even proposed to assist as theoretical tools
for analysing perception using multiple modalities (von Ehrenfels, 1890/1988),
however, there has since then been a large bias towards studying gestalts solely in
visual (monomodal) perception (Wagemans et al., 2012a).

As with phenomenology in general, early gestalt theory opposed the way empiri-
cism and materialism was adapted from the natural sciences to the social sciences
(Koffka, 1935/2014; Köhler, 1947). For example, gestalt theory opposes the idea of
atomism—whereby the most elementary building blocks are to be found and stud-
ied before building larger systems—and instead prefers holism. To paraphrase the
question form the previous paragraph, ‘the sum of the individual parts is consid-
ered less than the total system’. The relation and organisation of the individual
parts are thus important components of the system, which will be lost if the indi-
vidual parts are studied in isolation. This is an example of how the physical world
differs from the phenomenological world.

In gestalt theory, some of the systematic patterns of perception that have been
identified are formulated into gestalt laws. They describe what features are im-
portant for grouping phenomena to emerge. The proximity of dots and orienta-
tion of dashes are examples of features that will determine how dots and dashes
appears to cluster. The methods of the gestalt psychologists are thus reduction-
ist in nature—as complex patterns are reduced to simpler versions (based on dots
and dashed) to more clearly see specific and general patterns—although the more
radical version of atomism is rejected. Not only visual, but also auditory phenom-
ena have been studied, but then using temporal instead of spacial clustering (von
Ehrenfels, 1890; Köhler, 1947).

Another important aspect in gestalt theory is that it relies on the distinction be-
tween the physical and the phenomenologicalworld. Thephenomenologicalworld,
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or how the physical world in perceived by an individual, is referred to as the ‘field
of tensions’, since different aspects of the physical world are competing for the at-
tention of the individual. The competition between the relevant aspects creates
tensions, which can be resolved by satisfying the need that made a particular fea-
ture relevant (which, might give rise to some new need which, in turn, interferes
with the field of tensions).

Gestalt theory lost much of its popularity during the middle of the 20th century,
largely due to the turbulence associated withWorldWar II, but also due to the suc-
cess of atomistic models in neurophysiology at the time (Wagemans et al., 2012a).
However, the gestalt theoretical view of neurophysiology where ‘[t]he cells of an
organism are parts of the whole and excitations occurring in them are thus to be
viewed part-processes functionally related to whole-processes of the entire organ-
ism’ (Wertheimer, 1938) are regaining popularity (Wagemans et al., 2012a).

3.3.2 ECOLOGICAL PSYCHOLOGY

In the 1960’s and 1970’s there was a ‘crisis of confidence’ in social psychology, at
which point it had become clear that aspects related to identity and group affilia-
tion had been underestimated (Hornsey, 2008). This crisis can be seen as a clear
example of a Kuhnian scientific revolution (Kuhn, 1962/2012). Many of the main-
stream psychological theories at the time emphasised behaviour in various ways,
partly as a reaction against the emphasis of introspection in the Freudian school
of psychology. In the desire to make psychology more concrete and measurable, it
had becomemore abstract in the sense that the psychological phenomena (and the
agents of which they are a part) had been separated and isolated from the relevant
context.

Several different approaches to psychology, looking beyond the observable be-
haviours, emerged at this time, including cognitive psychology and social identity
theory (Hornsey, 2008). Another approach was to attempt to approach psychol-
ogy (albeit not specifically social psychology) by considering it in the context of
an agent in a physical environment; a stance assumed within ecological psychol-
ogy (Gibson, 1979/2015). This flavour of psychology was largely established by
James J. Gibson, who had a background in gestalt psychology but also in pragma-
tism (Heft, 2001). Gibson subscribed to the radical empiricism of the pragmatist
James (2003/1912), and rejected the idea of a physical and a phenomenological
world. Focusing on the relation between experience and meaning, Gibson empha-
sised that not all of the physical world is accessible to a given animal, only a subset
of scales are relevant. For instance:

Physical reality has structure at all levels ofmetric size fromatoms to galaxies. Within
the intermediate band of terrestrial sizes, the environment of animals and men is
itself structured at various levels of size. At the level of kilometres, the earth is shaped
by mountains and hills. At the level of metres, it is formed by boulders and cliffs and
canyons, and also by trees. It is still more finely structured at the level of millimetres
by pebbles and crystals and particles of soil, and also by leaves and grass blades and
plant cells. All these things are structural units of the terrestrial environment, what
we loosely call the forms or shapes of our familiar world. (Gibson, 1979/2015, p. 5)

This quote not only highlights the range of scales that is considered relevant, but
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also indicates why. Different features are perceivable at the different scales, and
can therefore be used in different ways by the respective animal. It is at these
different scales the physical space is meaningful for the animal, and in a similar
way, the temporal focus of ecological psychology is on events rather than ‘objective’
time intervals.

Another important part of ecological psychology is the rejection of symbolic rep-
resentation and thinking as computational operations of abstract symbols (Gib-
son, 1979/2015). Explanations for perception and action instead rely on the con-
cept of direct perception, in particular where perception is inseparably understood
through the lens of an animal’s experience of interaction. Perception is, for in-
stance, not related to calculating movements of the environment, and the objects
it contains, in abstract isolation; the relevant information for the perceiver can
instead often be found in their movements (such as optic flow). These kinds of ex-
planations were inspired by the flight manual of Langewiesche and Collins (1944),
which instructed pilots on flight pragmatically by grounding it in the intuitions and
embodied experience of piloting a plain, instead of the conventional grounding in
abstract theory and complicated mathematical calculations.

3.4 COGNITIVE SCIENCE
In the United States, behaviourism developed (in parallel with ethology in Europe)
as the primary way of studying behaviour (Tinbergen, 1957). During the 1940s and
1950s (primarily in the US), the lack of interest in the brain by behaviourist psy-
chologist lead to frustration among some leading scientists, which in turn lead to
the cognitive revolution (Gardner, 1987). The development of computers intro-
duced a promising explanation, model, or at least tool for simulating the brain and
its relation to behaviour (see e.g. von Neumann, 1958). The year 1956 is partic-
ularly important for cognitive science as several important publications, sympo-
siums, and workshops related to questions regarding the nature of the mind and
behaviour took place this year, which established connections between people who
would come to have a large impact on the field of cognitive science in the second
half of the 20th century (Gardner, 1987; Miller, 2003). At that time, the field still
went by many names, among them information-processing psychology and cogni-
tive studies, but by the end of the 1970s the Sloan Foundation selected Cognitive
Science for their program to ‘bridge the gap betweenbrain andmind’ (Miller, 2003,
p. 143). While establishing this program, the subject was defined as fundamentally
interdisciplinary and six disciplines were identified to be of particular relevance;
psychology, linguistics, neuroscience, computer science, anthropology, andphilos-
ophy. Work related to cognitive science had been done in each of those disciplines,
and sufficient progress had been made in the respective disciplines to realise that
insights, methods, and results from other disciplines were necessary complements
to provide amore complete picture and solve the persisting problems (approaching
a stage mature for a scientific revolution, cf. Kuhn, 1962/2012). Representatives
from each of those six disciplines met to consolidate and establish cognitive sci-
ence in 1978, but the resulting report (unpublished) was more multidisciplinary
than interdisciplinary in nature; the committee consisted of experts from the re-
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spective disciplines with only limited knowledge of the other fields (Miller, 2003).

Since the questions central to cognitive science had been explored for a long time
before 1978, or before 1956 for that matter—in the six disciplines and beyond,
as well as from more perspectives of the six disciplines than those recognised by
the Sloan Foundation—that which was defined to be the cognitive science in 1978
was bound to simply be a subset of cognitive science. In particular the cognitivist
paradigm of cognitive science fit well with the mainstream ideas of cognitive sci-
ence of the mid 20th century. Cognitivism is strongly associated with computa-
tional functionalism (Vernon, 2014, ch. 2.1), where cognition is reduced to a set of
symbol manipulation problems (thus computational), and the only important as-
pect of the system that performs those manipulations is that it generates the right
result (thus functionalist). Computers have been seen not only as a metaphor in
this sense, but as an actual substitute for a brain (which is seen as the location
for cognition from this perspective) to conduct cognitive computation (von Neu-
mann, 1958). In particular the von Neumann-architecture, where different tasks
are located in specialised modules and used by a central processing unit, has been
influential as a model for the brain (Barrett, 2011, ch. 7). To understand an infor-
mation processing system (such as a cognitive system according to this perspec-
tive), it has to be analysed on three different levels; computationally to understand
what specific problems are solved, algorithmically to understand how the prob-
lems are solved, and physically to understand how it is physically realised (Marr,
1982/2010).

The reductionist nature of this model—the idea that cognition can be broken down
to atomistic pieces—is convenient in the sense that only the specific phenomenon
of interest needs to be addressed, and other aspects can be left to be solved later.
Since the brain is typically seen as the ‘meat computer’ in which all cognitive pro-
cessing happens, the body is reduced to the function of vehicle and/or an interface
between the mind and the surrounding word (Chemero, 2011; Thill, 2019). The
body might help transport the brain in the world, and might hold sensors and ac-
tuators, but will be of little more relevance to cognition than being the provider of
input and receiver of output.

Twomajor paradigms of cognitive science that complement, or compete with, cog-
nitivism are the emergence-paradigm (sometimes also called connectionism; cog-
nition is viewed as global properties emerging from local properties in networks),
and enactive-paradigm (the view that cognition is performed through a process of
making sense of a context) (Varela, Thompson, and Rosch, 2017; Vernon, 2014).
Another term sometimes used as an umbrella for some of the alternatives to cog-
nitivism is 4E (or even multi-e) perspectives (Newen, De Bruin, and Gallagher,
2018).

3.4.1 MULTI-E PERSPECTIVES

In contrast to cognitivism, multi-e perspectives tend to be fundamentally situated
and blurring the lines between mind, brain, body, and environment to the extent
that the distinction is not alwaysmeaningful. For that reason, the sequential sense-
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think-act view can be difficult or inconvenient to rely on, and sensing and acting
is instead seen as a sensorimotor system (e.g. Gibson, 1966; Cisek, 2007) in which
processes happen continuously and in parallel. This fundamental entanglement
also means that the distinction between senses associated with the body (intero-
ception) and senses associated with things in the environment (exteroception) is
less meaningful when considering perception (Stapleton, 2013). In a similar vein,
it is generally not meaningful to separate affects from cognition, but instead see
them as interconected aspects of the same thing. The Umweltlehre of von Uexküll
is quite compatible with several multi-e perspectives. Ideas from Umweltlehre
were popularised, for instance, via Maturana and Varela (1987) and are particu-
larly important for views on organismic embodiment (see e.g. Ziemke, 2001).

The ‘e’ in the name of this umbrella perspective is an acknowledgement that many
of the specific perspectives associated with this perspective have names starting
with the letter e (a naming convention similar to how the multidisciplinary field of
omics takes its name from the suffix ‘-omics’, common to many of its sub-fields).
Some perspectives emphasised and combined in various ways in multi-e cognition
are embodied (in the radical sense, see Chemero, 2011), ecological, extended, em-
bedded, enactive perspectives of cognitive science. There is a large variety and di-
versity in the scopes and methods, both within and between, the perspectives, but
the scepticism regarding cognitivism is among the uniting aspects (Menary, 2010;
Aizawa, 2018). The scepticism is often expressed through amore holistic and situ-
ated view on themind, body, and environment, and biology has typically a stronger
presence. Lookingmore at the philosophical roots of the paradigms, the separation
between cognitivism and the multi-e perspectives can be ascribed to a difference
in view of the nature of themind (Chemero, 2011). Cognitivism relies on represen-
tationalism, which is ‘the doctrine that the mind (or sometimes the brain) works
on representations of the things and features of things that we perceive or think
about’ (Blackburn, 2016, p. 414), whereas multi-e instead takes an eliminativist
stance (Chemero, 2011). Within philosophy of mind, eliminativism is the stance
that concepts such as mind, consciousness, and qualia should be abandoned, at
least until cognitive science has developed further, and the focus should instead be
on studying behaviour and interaction (Chemero, 2011; Blackburn, 2016).

Embodied approaches
The meaning of embodiment is debated, and has been for some time. This has re-
sulted in several more fine-grained classifications. There is, for example, the dis-
tinction between embodied and radically embodied cognitive science (Chemero,
2011), where the prior is derived from representationalism and computationalism,
that is, the view that knowledge is represented as symbols in the brain, and cogni-
tion is simply rule basedmanipulations of such symbols. This kind of embodiment
is therefore strongly associated with cognitivism, where the embodiment of a cog-
nitive agent refers to it having a body with which it can interact with the world, and
the body itself can be of varied importance for the cognition. Radically embodied
cognitive science is instead derived from eliminativism and ecological psychology,
which emphasises the interaction with the environment when explaining cogni-
tion, and avoids concepts such as consciousness andmind. Mental representations
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are avoided as explanations, from this perspective, in favour of, for example, dy-
namical systems theory. The cognitive agent is thus part of (not just an interface
with) the world to a larger extent.

Another way of categorising theories of embodiment is through a series of increas-
ingly restrictive notions (Ziemke, 2001). In that particular system, five notions
are used; structural coupling, historical embodiment, physical embodiment, ‘or-
ganismoid’ embodiment, and organismic embodiment. Structural coupling is the
broadest andmost inclusive (although it has come to take differentmeanings in dif-
ferent domains; Lagerstedt and Thill, 2023b), and can contain both cognitive and
non-cognitive systems, as it only requires a system to have perturbatory channels
between itself and an environment (Ziemke, 2001). For historical embodiment it
is necessary for the system to have a history to relate or adapt to, and physically
embodied systems requires some physical implementation. Organismoid embod-
iment covers systems that are organism-like in their bodily form, and organismic
embodiment are living systems in the sense that they are autonomous and autopoi-
etic (see e.g. Maturana and Varela, 1987).

Different approaches to embodied cognition has also been classified into three
classes depending on what role the body has been assigned (Shapiro, 2010). With
the conceptualisation hypothesis the body determine, limit, or constrain how an
agent conceives its world; with the replacement hypothesis there is an emphasis on
the relation between thenervous system, the body, andproperties of theworld; and
with the constitution hypothesis the mind is extended beyond the brain through-
out the body.

Whatever specific definition of embodiment is used, it remains relevant to consider
what consequences bodies have for cognition. Questions regarding what aspects,
under what circumstances, and in what way a body is relevant are still open and
important to address. In addition, the term ‘embodied’ can easily be conflated
with (potentially, but not necessarily related) concepts in other domains sharing
the same term.

Ecological approaches
The ecological approaches to cognitive science are those that rely on the afore-
mentioned ecological psychology, pioneered by Gibson (e.g. Gibson, 1966; Gib-
son, 1977; Gibson, 1979/2015). The idea is to take an agent-centric perspective,
consider how the world seen from the point of view of the subject, and ground it in
their experiences and capabilities. Apparent motion of objects, parallax, and dif-
ferences in angles grounded in the motions and morphology of the agent are con-
sidered simple meaningful cues that can help the agent in the world. The degree
of relevance for the actual perceiver is what determines what aspects are consid-
ered useful for this theoretical approach. Gibson’s version of this theory was ‘in-
tended as a direct response to the increasing dominance of computational theories
of mind, according to which perception and thought are rule-governed manipula-
tions of internal representations’ (Chemero, 2011, p. 22). It has threemajor tenets;
perception is direct, perception is for guiding action, and all necessary information
is thus available to perceive in the environment.
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Extended approaches
The central idea within this approach is that cognition is not something that is
limited to the brain (or even the body) of the cognitive agent, but extends beyond
that into the surrounding world, and this idea was explored in a seminal paper by
Clark and Chalmers (1998). This paper is expanded and put into a larger context,
as well as having some concerns lifted and met, in the book Supersizing the Mind
(Clark, 2008). The idea is partly explored through a thought experiment in which
two scenarios are described and compared. In both scenarios, a person is intending
to visit a museum. In the first case, a person named Inga recalls the address from
memory, and relies on this information to get to the museum. In the other case,
Otto (who suffers from Alzheimer’s disease) always carries a notebook in which he
keeps taking notes, and he uses this very book to find the address to the museum.
Since he almost always has access to this notebook, and treats it as his memory,
it is argued that it should also be recognised as his memory, and thus part of his
mind. This analogy is used to problematise and explore the distinction between
mind and environment, blurring the line between the internal and the external.

A related concept (albeit not starting with an ‘e’) to extended cognition is dis-
tributed cognition (Hutchins, 1995a). The core idea of distributed cognition is
that ‘all instances of cognition can be seen as emerging from distributed processes’
(Hutchins, 2014, p. 36), that is, cognitive processes (such as making decisions) is
not only extended to the environment, but also extended throughout a system of
agents and artefacts (Hutchins, 1995a). It is not intended as a strong ontologi-
cal claim, but rather a perspective to investigate phenomena through. The view
regarding the nature of cognition will, however, have an impact on the interpreta-
tion of the observations (Nalin, 2017, p. 18). Using the hypothesis that cognition
is affected or shaped by interactions with the (physical or social) world means that
the observed actions of the agents in the system can reveal underlying cognitive
processes, whereas the hypothesis that some forms of cognition can be constituted
in the interaction between the agent (and their brain) and the (physical or social)
world means that observed actions could be instances of cognition in themselves.
The prior stance can be referred to as weak Dcog and the latter as strong Dcog
(Nalin, 2017, p. 18).

Processes can be seen as more centralised or more distributed depending on the
scale of analysis, and different scales will allow for different phenomena or dynam-
ics to be visible, which is an epistemological stance of this approach. With dis-
tributed cognition, the scale is simply selected at a level ‘such that wholes are seen
as emergent from interactions among their parts’ (Hutchins, 2014, p. 36). This
selection, in terms of boundaries for what the cognitive unit is, in the specific case
can change dynamically throughout the analysis. Among the contexts that have
been studied using distributed cognition are navigation of large ships (Hutchins,
1995a), flying of air crafts (Hutchins, 1995b; Hutchins et al., 2013), performance
evaluation of teachers (Halverson and Clifford, 2006), uncertaintymanagement in
banks (Michel, 2007), and decisionmaking at emergency carewards (Nalin, 2017).
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Embedded approaches
Instead of just focusing on the body or the environment, embedded cognition also
takes themilieu into account, that is, social and cultural aspects and contexts (Ver-
non, 2014, p. 133). Similar to how extended cognition has distributed cognition
as a related concept not starting with an ‘e’, embedded cognition has its own in
situated cognition (Clancey, 1997). The concept of situatedness is related to Hei-
degger’s ‘being-in-the-world’ (Suchman, 1987, ch. 4.2) and (Clark, 1998, ch. 8.8).
Situated cognition emphasises that abstract representation is notmeaningful, or at
least not ‘action-neutral’, since cognitive agents are so fundamentally structurally
coupledwith theworld; a tenet that can be summarised as ‘the world is its own best
model’ (Brooks, 1991). It is, however, not enoughwith just considering the physical
world, but also the social and cultural worlds are necessary (Lindblom and Ziemke,
2003). Situatedness can be seen as a necessary but not sufficient property of em-
beddedness, where the latter requires such a tight coupling between agent and en-
vironment that they should be considered the same system; a distinction that can
also be extended to the social case (Dautenhahn, Ogden, and Quick, 2002).

Distributed cognition is also relevant for embedded cognition, but it is argued that
embedded cognition tend to rely on aweaker version of distributed cognition, since
the focus in embedded approaches tends to be on the cognition of the individu-
als rather than a holistic perspective on the system (Michaelian and Sutton, 2013;
Nalin, 2017). This argument is based on the categorisation of embedded cogni-
tion holding the view that cognitive agents are fairly distinct albeit embedded in a
system, rather than the view of extended cognition that cognitive agents are some-
what arbitrary units of cognition that extends (more or less, depending on how the
demarcation is chosen) into the world.

Enactive approaches
Enactivism is a radically constructivist paradigm in which “‘[t]he world,” as it can
be diversely known by living organisms from bacteria to contemporary humans, is
actually brought about, “enacted,” by the cognitive organism itself’ (Stewart et al.,
2010, p. 27). ‘The principle idea is that a cognitive system develops its own un-
derstanding of the world around it through its interactions with the environment’
(Vernon, 2010, p. 90). This approach is generally associated with radically embod-
ied cognitive science, as things like dynamical systems theory and sensorimotor
systems are commonly used as tools for enactivist explanations of cognition. The
radical constructivism is also very much in line with the eliminativism of the radi-
cal embodiment. In addition to embodiment, there are four other key elements in
this approach; autonomy (related to organismic embodiment), emergence, expe-
rience (related to historical embodiment), and sense-making (Vernon, 2010). The
source of the term ‘enaction’ is actually in the last of these five elements, since:

[i]n making sense of its experience, the cognitive system is somehow bringing out
through its actions—enacting—what is important for the continued existence of the
system. This enaction is effected by the system as it is embedded in its environment,
but as an autonomous entity distinct from the environment, through an emergent
process of making sense of its experience. (Vernon, 2010, p. 91)

This continuous process of sense-making by an experiencing agent through its ac-
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tions is also reminiscent of the philosophical perspectives of section 3.2.

3.4.2 MULTI-MODALITIES

As mentioned before, there are many modalities of sensation, and when perceiv-
ing the world it is possible to rely on multiple senses at the same time, that is,
multi-modal perception1. The term ‘multi-modal’ is, however, used in different
ways in different domains, and part of the reason for the variation is due to a dif-
ference in ontological and epistemological stance, often related towhat perspective
on embodiment is used (Lagerstedt and Thill, 2023b). How to categorise different
modalities is also dependent on domain and perspectives, which in turn will affect
how multi-modality is considered. For example, the distinction between intero-
ception and exteroception is more meaningful when relying on the idea of a brain
as a central processing unit that is carried aroundwith the body (and needs input in
terms of interoception tomonitor the status of the vehicle) and relies of input from
the external world (in terms of exteroception) to access the physical world. This
distinction is less fundamental when viewing cognition as more deeply integrated
in the body and environment.

It is possible to classify the benefits of multi-modality into first and second order
effects (Lagerstedt andThill, 2023b). Severalmodalities are used in both cases, but
with first order they are used as several individual modalities, whereas the inter-
action between the modalities are used for the second order multi-modality. With
first order multi-modality, the same thing is being perceived using several differ-
ent modalities, whereas the collection of modalities with different properties can
allow for perceiving new things, or in newways, due to the particular combination;
that is, second order multi-modality.

There are different opportunities that can emerge from themultiple parallelmodal-
ities. For example, similar to howDenzin (2017) use themetaphor of triangulation
in methodology, the synthesis of different sources of sensations can lead to richer
perception. The concept of triangulation in research and evaluationmethodologies
refers to how independent clues can be used to indicate, eliminate, and confirmdif-
ferent explanations when studying some phenomenon. Even though no individual
research method, data source, perspective, or similar could give all the answers,
it is possible to get a more complete picture by combining different sources and
perspectives. For example, it might be difficult to understand what someone is
trying to achieve after simply observing some of their behaviours, and if the per-
son is asked about what they do, they might be able to tell you, but it might not be
reflected in their actions. By combining the observations and the answers to the
explicit questions, itmight be possible to get a better understanding ofwhat is actu-
ally going on. The source of the metaphor of triangulation comes from a technique
for navigationwhere two known landmarks can be used to infer one’s position (this
position will together with the two landmarks form the vertices of a triangle). Al-
though triangulation in the navigation context would generally be related to some
triangle in physical space, themetaphorical triangulation inmethodology ormulti-

1I will briefly address multi-modal interaction in section 5.1.
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modality, can happen in some abstract space as well.

A slightly different way of using the opportunities of multiple modalities is to vali-
date information fromonemodality using some of the others, similar to the Poppe-
rian idea of how science is conducted—the insights from one modality can be seen
as a hypothesis to be tested via some othermodality (Windridge andThill, 2018). A
wall might, for instance be seen using visual perception (generating the hypothesis
‘there is a wall in front of me’) and tested via tactile perception (by extending the
hand in an attempt to touch the apparent wall). Like with the Popperian scientific
method, it does not stop after a single test. Instead the hypothesis can be adjusted
and refined, and better accuracy is gradually achieved through several iterations.
In the case of multi-modality, it does not have to be a sequence of switching be-
tween the same twomodalities; the hypothesis generation and testing can be done
using several modalities at the same time, and what was a hypothesis generator at
one point can be a hypothesis tester at another.

Given that it is possible to get these second order effects by combining several
modalities, there are still several remaining questions. For example, howandwhen
is it possible to combine various modalities, and are there specific modalities that
are more or less compatible? Are there general rules regarding what modalities
are interchangeable, and is robustness a positive second order effect in itself? Is it
meaningful to consider different degrees of overlap between modalities, and how
does that change over time? Do certain classes of modalities typically result in cer-
tain synergies, and how do different context interact with these questions? Some
of these questions relate to the concepts of degeneracy and redundancy, but the
questions are still open to be explored further.

Part of the answers to those questions lie in how they are embodied, or what view
on embodiment is relied on. Given a cognitivist perspective, these issues might be
difficult, but amore emergent view on cognition introduces different levels of com-
plications. From a cognitivist perspective, the first order coordination of sensors
can be considered the basics, which could then be enhanced or optimised using
second order effects. For more emergent perspectives on cognition, however, the
second order effects would be part of the basic repertoire. Another aspect that can
be relevant from a cognitivist perspective, but of fundamental importance given
multi-e perspectives, is the active nature of perception (see e.g. Gibson, 1950). For
sensations to be meaningful, they need to be understood from the perspective of
how they were produced. For example, the tactile feedback from griping an ob-
ject is best understood in relation to the mechanics of the gripping action. Given
some specific need of information, certain actions could potentially provoke sen-
sations that would satisfy that need, which would exploit the second order effect
previously discussed metaphorically through Popperian methods. For example,
perturbations can be caused in the world to provide information on the properties
of the surrounding environment. Pushing an object can reveal the object’s weight
and structure, and squeezing a surface can reveal properties of the material.

One way of looking at active perception is as an interaction between top-down and
bottom-up processes. High level processes, such as goals and desires, can guide
attention and facilitate different sensations, constituting a top-down process. The
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low level sensations will then, in turn, will contribute to the basis for the high level
processes, which is a kind of bottom-up process. Given this level of entanglement,
it can be appropriate of discussing perception in terms of a sensorimotor system.

3.4.3 SENSORIMOTOR SYSTEMS

The interaction between sensing and moving/acting can be seen as the priors to a
sensorimotor system. This integration is, at least in the more emergent perspec-
tives of cognition, not as trivial as it first may sound. It is not simply that moving
a visual sensor will result in a new view, but rather that the historically and situ-
ationally grounded experience of moving a camera will be part of perception. It
is not simply a view before the movement, a view after the movement, and poten-
tially snapshots in between, it is continuous and parallel feedback loops of pre-
dictions, expectations, sensations, adjustments, et cetera. When an action is per-
formed, a resulting sensation is expected to follow. For example, moving an arm
would lead to a continuous change in proprioceptive sensation, but potentially also
corresponding visual sensations (if moved in view), tactile sensations (if touching
something), and so on (see e.g. Gibson, 1966). The responses of the respective
sensations will re-frame the perception, and richer previous experience of similar
situations can facilitate more appropriate and precise predictions. When several
sensations happen simultaneously, they can be associated for instance using some
kind of Hebbian learning (Hebb, 1949), thus getting integrated in the historical
grounding for future predictions.

Another way of conceptualising predictions using the sensorimotor system is using
simulations. Given a historically grounded sensorimotor system, a motor action
might not only generate a specific sensation but the sensation would be preceded
by a prediction or anticipation (Gross et al., 1999; Möller, 1999; Jordan, 1998). If
this prediction is used as an input it could be used as a way to simulate what would
happen if the motor action was executed, without actually doing it (Möller, 1999;
Svensson and Thill, 2016). The simulation could be run in several steps, where a
simulated action could lead to simulated sensations, used as basis for simulated
reactions, et cetera, leading to a chain of potential consequences (Hesslow, 2002).
At a neural level, the appropriate modality-specific parts of the sensorimotor sys-
tem would reactivate at each iteration, meaning that whatever system is used to
guide the actions of the perceiving agent could be reused for the simulation, by
inhibiting the actual activation of the muscles (Gross et al., 1999; Möller, 1999).
For that reason, it is not only the movements and sensations that can be predicted
using the simulations, but also the experience of the simulated possibilities. This
view of perception through anticipatory simulation can be summarised as;

Perception of space and shape is based on the anticipation of the sensory conse-
quences of actions that could be performed by the agent, starting from the current
sensory situation. Perception and the generation of behaviour are two aspects of one
and the same (neural) process. (Möller, 1999, p, 171)

Several different kinds of simulation theories have been proposed, some focus-
ing more on social understanding of others. Such simulation theories are often
used in contrast to ‘theory-theories’ (the idea that humans, instead of simulations,
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rely on folk psychological theories to understand others) (Newen, 2018). Both
these classes of theories have received criticism from multi-e perspectives, partly
because they both tend to frame the perceiver as someone isolated or indepen-
dent from what is perceived. Although the sensorimotor based anticipatory sim-
ulation theory described above is relying on ideas of the perceiver being situated
and entangled in the world, there are still problems in relation to some multi-e
approaches. For instance, several multi-e perspectives reject representationalism
(for instance ecological psychology; Gibson, 1979/2015), whereas the approach of
the anticipatory simulation theory

[...] does not deny the existence of representation in general, but only replaces sen-
sorywith sensorimotor representations. The ‘utility’ of objects is not directly ‘offered’
by the external world, but determined by the generation of sensorimotor hypotheses
based on the sensory input. (Möller, 1999, p, 186)

‘Interaction theory’ (emphasising understanding as interaction with a world ac-
cessed via direct perception) has been proposed as an alternative explanation for
social understanding more in line with some multi-e perspectives (see e.g. Gal-
lagher, 2001), and another alternative is the ‘person model theory’, proposing a
pluralistic view on strategies used to understand others while relying onmodels of
both persons and situations (Newen, 2018).

Approaching such questions at a slightly different angle, focusing on the mecha-
nisms behind it, there are several theories emphasising that an agent’s past ex-
periences, mood, and current needs are important when determining what parts
of that agents environment are salient. For instance, Windridge and Thill (2018)
propose a hierarchical structure of the sensorimotor system, that allows for both
top-down and bottom-up phenomena. From a cognitivist point of view, this could
be seen as a process of filtering (including weighting) the input signals based on
the value of some state variable, however, for many of the multi-e perspectives the
idea of a thoroughly integrated sensorimotor system is much more fundamental.
This distinction mirrors the two interpretations of Umwelt, where the multi-e per-
spectives would generally prefer the constructivist view on Umwelt (as an actively
constructed experienced world). It is the salient aspects of the Umwelt of this per-
spective that are the functional tones.

3.5 CONCEPTS OF PERCEPTION OF FUNCTION
An idea common to several of the discussed theories—although conceptualised in
various ways—is that the functions of objects and other aspects of the environment
are perceived in a more or less direct manner. This is in contrast to models rely-
ing more on representationalism (such as cognitivism), where the environment is
sensed, to then be understood and items can be identified, allowing a plan to be
formed regarding what to use and how to use it. The concepts of of functional
perception I will introduce below are functional tones from Umweltlehre, equip-
ment from Heidegger’s phenomenology, demand characters from gestalt psychol-
ogy, and affordances from ecological psychology (as well as some later interpreta-
tions). In addition to introducing them in isolation, I will also make some compar-
isons between them.
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3.5.1 FUNCTIONAL TONES

Functional tones are, as mentioned above, part of the Umweltlehre, and can be de-
scribed as the noticeable aspects of the Umwelt in the sense that they are perceived
properties of the environment andmilieu of an agent (vonUexküll, 1934/1957). As
such, there is a strong connection between what functional tones are perceived by
an agent, and how that agent interacts with the world. With a strong interpre-
tation of perception of function ‘[...] the number of objects which an animal can
distinguish in its own world equals the number of functions it can carry out’ (von
Uexküll, 1934/1957, p. 49), highlighting the entanglement of receptors and effec-
tors through the functional cycles. It is therefore not only the anatomy or physical
abilities of the animal that determines how the world is perceived, but also things
like the animal’s history of interactions, needs, and affects. Although the term
‘tone’ might generally be associated more strongly with auditory modalities, it is
in this context modality agnostic (and often even multi-modal).

An animal’s history, experience, and expectation on interaction with objects can-
not be part of the object itself, but such aspects are still shaping the functional
tones, meaning that functional tones in a way can be seen as being projected onto
the environment by the agent (in particularwhen relying on the richer type 2Umwel-
ten). Perception is thus not a passive collection of information, but rather an ac-
tive and multi-modal process of construction, which is similar to how perception
is seen in the enactive perspectives. The functional tones are the specific aspects
or properties in the environment that are salient to the animal. For example, to
a hermit crab depraved of food or its shell, a sea anemone will assume a ‘feeding
tone’ or a ‘dwelling tone’ respectively (von Uexküll, 1934/1957, p. 47).

3.5.2 EQUIPMENT

Also Heidegger discussed perception of objects in the environment that are rel-
evant for the agent, and does so in terms of Zeug, which, in this context, can be
translated to ‘equipment’, ‘tools’, or ‘useful things’. Since existence is situated and
defined by relations inHeideggerian existentialism, there can be no essential prop-
erties, and existence is grounded in mutual confirmation rather than evaluation
against some axiomatic ground truth. Equipment thus refers to things that stand
out as useful for the agent, that is, objects that can assist the agent (from the per-
spective of the specific agent in question).

The necessary understanding of the perceived object that makes it possible to per-
ceive it in terms of its functions, comes from a history of interaction and it is
through this interaction that the Zuhandenheit (or handiness, availableness or
ready-to-hand) is discovered. When an agent is using such equipment, the equip-
ment will become part of the agent. The agent will not consider the action to be
using the tool, but to perform the task. If the equipment behaves in an unexpected
way, such as breaking, the object’s Vorhandenheit (present-at-hand) will be no-
ticed, and it will suddenly become noticeable that part of the task was to use the
tool. The present-at-hand can thus be seen as an explicit or theoretical under-
standing of an object, whereas the ready-to-hand is much more tacit. This idea is
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important in several multi-e perspectives of cognition, and in particular enactivist
perspectives (see e.g. Suchman, 1987; Noë, 2004).

3.5.3 DEMAND CHARACTERS

Gestalt theory also introduces a term for the concept of perceiving functions; a con-
cept that is arguably amore complex notion than clustering of dots and dashes that
gestalt psychology otherwise is famous for. The chosen term is Aufforderungs-
charakter, sometimes translated to demand characters or valences. These de-
mand characters are properties of objects related to their function, and attract the
attention of those in need for that function. For example, a mailbox will stand
out—and be very noticeable—when the perceiver has a letter to send, but other-
wise fades into the background (Koffka, 1935/2014, p. 354). Demand characters
are described as a perceived property of an object, which can use ‘states of tension’
(such as desires, needs, or intentions) to ‘assume control over motor behaviours’,
and ‘act as environmental forces “steering” subsequent behaviour’ (Lewin, 1938,
p. 289). When the concept of demand characters is applied to agents, the term
physiognomic characters is sometimes used instead in the context of gestalt the-
ory (Koffka, 1935/2014, p. 359).

3.5.4 AFFORDANCES

In 1966, the concept affordance was introduced by Gibson (1966), who wrote ‘I
have coined this word as a substitute for values, a term which carries an old bur-
den of philosophical meaning’ (Gibson, 1966, p. 285). The connections to prag-
matism are noticeable in the desire to use a practical solution, such as renaming
problematic concepts, to avoid getting stuck in unhelpful metaphysics.2

Towards the end of the 1970s, Gibson expanded upon the concept of affordances
(Gibson, 1977; Gibson, 1979/2015) as part of his theory of ecological psychology:
objects andmaterials are seen in terms of how an organism can interact with them.
Organisms thus perceive affordances such as ‘grip-able’, rather than properties
such as shapes. Initially, Gibson put forward that ‘the affordance of anything is a
specific combination of the properties of its substance and its surfaces taken with
reference to an animal’ (Gibson, 1977, p. 67). This was soon after revised to ‘[t]he
affordances of the environment are what it offers the animal, what it provides or
furnishes, either for good or ill. [...] I mean by [affordance] something that refers
to both the environment and the animal in a way that no existing term does. It im-
plies the complementary of the animal and the environment’ (Gibson, 1979/2015,
p. 119). However,

[t]he affordance of something does not change as the need of the observer changes.
The observer may or may not perceive or attend to the affordance, according to his
needs, but the affordance, being invariant, is always there to be perceived. An affor-
dance is not bestowed upon an object by a need of an observer and his act of per-
ceiving it. The object offers what it does because it is what it is. (Gibson, 1979/2015,
p. 130)

2It is therefore somewhat ironic that the concept of affordances is likewise heavily debated in present
times, with different authors interpreting it in different ways.

54



CHAPTER 3 PERCEPTION

The concept of affordances was inspired by the demand characters from gestalt
theoretical, which are similar in many ways. However, contrary to affordances,
demand characters are bestowed upon the object as it is experienced, and depend
on the current need of the perceiver (Gibson, 1979/2015). For Gibson, there exists
only one world, not the two (the physical and the phenomenological) described in
gestalt theory (Gibson, 1979/2015).

3.5.5 POST-GIBSON AFFORDANCES

Gibson died in late 1979, but his ideas have lived on and spawned many discus-
sions. Theprecisemeaning of affordances, for example, is heavily debated in present-
day literature. This debate is interesting as it serves as an illustration of different
ways to think about perception in terms of function for the perceiver.

For example, affordances have been described by some as properties in an object
that facilitate an animal to cause certain changes in the object (or a disposition of
the object’s surface layout, Turvey, 1992). The animal has complementing proper-
ties (their effectuates) which determines their own disposition due to the interac-
tion. This interpretation brings affordances closer to the domain of enaction.

A different view holds that affordances are perceivable properties in objects that
provide optional behaviours to an animal, and the set of available affordances for a
species evolves together with the species itself (Reed, 1996). Affordances are thus
resources that can provide evolutionary pressure on a species. Turvey’s view, by
contrast, holds that affordances are complemented by animal properties, and can
thus not exist without animals (Chemero, 2003).

It has also been argued that affordances are too context dependent to be meaning-
fully defined as inherently part of an object (Noble, 1981; Still andGood, 1992), and
that they instead are relational properties of animal-environment system (Stoffre-
gen, 2003; Chemero, 2003). Some of the discussions can thus be recognised from
earlier debates over values (that causedGibson to introduce affordances in the first
place). For example, whether the value is an essential property of an object inde-
pendent of any observer or an emotional attitude determined by the observer when
perceiving an object was already debated by philosophers like Kant, Brentano, and
Husserl (Jacquette, 2004).

The concept of affordances has also been used in the debate between the twomajor
paradigms of cognitive science; cognitivism and the multi-e approaches. Accord-
ing to the prior, ‘the thing that corresponds to an affordance is a symbol stored in
central memory denoting the encoding in functional terms of a complex visual dis-
play’ (Vera and Simon, 1993, p. 20). This has been countered by proponents of the
latter approach, for instance, describing affordances as ‘characteristics of things
in the environment that are related to characteristics of people or animals in ways
that are relevant to the support of activities’ (Greeno and Moore, 1993, p. 51). Af-
fordances are in this case emphasised to be properties of the objects, and not of
the perception of the object. Greeno and Moore (1993) highlight the importance
of direct perception, and contrasts it with the claims of Vera and Simon (1993)
that there must be some kind of representation, which would be the symbols. Agre
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(1993), on the other hand, focus their argumentation on the importance of the in-
teraction between the environment and the agent, and that affordances is an aspect
which cannot be understood from studying the interacting parts in isolation.

Several attempts have been made to explore neurophysiological correlates of af-
fordances, and evidence has been found for a connection between affordances and
mirror neurons (Borghi and Riggio, 2009; Thill et al., 2013). A particularly rele-
vant feature of mirror neurons in this context is, for example, that their activation
is dependent on goals or intentions, and not only the mechanical actions (Fogassi
et al., 2005). Nonetheless, the debate around what pathways and areas are rele-
vant when perceiving affordances is ongoing (Osiurak, Rossetti, and Badets, 2017;
Sakreida et al., 2016). Attempts have also been made to classify affordances de-
pending on what frame of reference they are associated with (hand-centred, tool-
centred, or both), what neurocognitive systems they rely on (dorso-dorsal-, dorsal-
, or ventro-dorsal system), and what they are viewed as (such as action opportuni-
ties or semantic knowledge, Osiurak, Rossetti, and Badets, 2017).

Going back to the meaning of the term, a typical example of an affordance of an
object is that certain objects can be ‘grasp-able’. An example that would general
have the grasp-able affordance is hammer; however, the prototypical property of a
hammer is that it is used for hitting things. Arguably it is the handle of the hammer
that has grasp-able affordance, but the grasping of the handle is part of the use of
the hammer. Such entanglement of properties is typical for tools, and the object
(e.g. the hammer) and the organism (the user) are thus no longer the only main
factors when determining the objects’ affordance; a target, at which the object is
directed (e.g. a nail to hammer in), is also required. To handle these kinds of
systems, higher order affordance structures have been introduced (Van Leeuwen,
Smitsman, and van Leeuwen, 1994), inspired by how hierarchical structures have
beenused in physics to build complexmodels froma reductionist approach (Kugler
and Shaw, 1990). For the purpose of tool use3, learning by observing (Gray et al.,
1991) and direct perception (Cutting, 1991) were used as the reduced principles,
with which the more complex structure was created.

Another situation where it is not trivial how to apply the concept of affordances is
when interacting with virtual worlds, such as traditional computer interfaces, or
augmented/virtual reality (Rambusch and Susi, 2008). A virtual button on com-
puter monitor has arguably the affordance ‘press-able’, however, (assuming that
it is not a touch screen) the button is ‘touched’ using a virtual cursor, directed us-
ing a tool elsewhere. The screen has, by virtue of being a physical object certain
affordances, but it is also used to project an illusion with which it is possible to
interact, however, the physical interaction happens at a different place. In case of
touch screens, the physical interaction happens on the surface, but still has similar
problems in terms of affordances. The screen itself does not changemuch from the

3Regarding the definition of tools, there is a general lack of such in the literature. This is mainly
due to the many contexts in which tools are studied, but also because the primary properties of tool are
related to what they are used for, rather than what they are (Susi and Ziemke, 2005). Using a tool is not
only to perform certain movements, but to do so with an intention. There are empirical evidence for
this distinction to relevant even at a neurophysiological level when observing actions (Rizzolatti et al.,
1996).
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interaction, at least not to the degree often implied by the changes in its projection.
For example, it might look like a button gets compressed and disappears, while not
much happens with the physical object.

To address some of the issues related to objects not responding in accordance with
their affordances (although not all the aspects related to virtual worlds), affor-
dances have been considered and classified as a kind of belief that may or may not
correspond to the physical reality. An object might be perceived to have a property
that it does not have, and a property of an object might go unnoticed. The terms
‘hidden affordance’ (unnoticed properties), ‘false affordance’ (properties the object
is falsely perceived to have), and ‘perceptible affordance’ (noticed properties that
the object actually has) have been proposed to help make this distinction (Gaver,
1991). The perceptible affordances were popularised by Norman (1988), initially
simply referred to as affordances, but later as perceived affordances. The term ‘sig-
nifiers’ was introduced for social signals that can be interpreted meaningfully in a
way similar to, but complementing, perceived affordances (Norman, 2008).

3.5.6 RELATIONS BETWEEN THE CONCEPTS OF FUNCTION

The idea of perceiving functions is clearly relevant in many domains and theories,
but the details of the phenomenon is controversial. Although there is no perfect
consensus regarding the specifics of the concepts referred to by the terms func-
tional tones, Zeug (equipment in the Heideggerian sense), demand/physiognomic
characters, and affordances, there are both overlap and difference worth explor-
ing (see also Susi and Ziemke, 2005). A concept that stands out compared to the
others is affordances since objects always have their specific affordances, indepen-
dently of the perceiver. This is the case despite that they imply a ‘complementary of
the animal and the environment’ (Gibson, 1979/2015, p. 119). A perceiver does not
necessarily notice all the affordances of the object, but they are still there. Gibson’s
reluctance to consider perception in terms of a physical and a phenomenological
world is compatible with the radical empiricism of William James.

It might initially be tempting to view an object’s affordances as the set of all po-
tential functional tones for that object. Since affordances are independent of the
agent, they are a property of the Umgebung (the physical environment) instead
of the Umwelt (the constructed surroundings) in Umweltlehre. A subset of the
affordances could thus be found to be ‘agent-specific affordances’ by excluding af-
fordances invisible in the particular Umwelt of that agent. These would thus be the
potential functional tones of an object for the agent, presenting themselves to the
agent when relevant. However, such a view leads to complications as some proper-
ties of functional tones cannot easily be cast into the concept of affordances. This
is, for example, the case when perception of other agents, rather than objects, is
discussed, which I will address further below. The relation between affordances
and functional tones can be further complicated by introducing the ideas of hid-
den and false affordances (Gaver, 1991). Such comparison is also mainly relying
on type 1 Umwelt (the more naive version), and the incompatibility of functional
tones and affordancesmight instead be derived from tension in their philosophical
roots; the constructivism of Umweltlehre and the radical empiricism of Gibson’s
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ecological psychology. The concept of affordances can certainly be valuable, but
functional tones, in particular when relying on the type 2 Umwelten, can comple-
ment affordances when affordances become unwieldy. For instance, the complica-
tionwith reconciling affordanceswith virtual environments does not exist for func-
tional tones, since the Umwelt is not a direct representation of the physical world,
but the constructed, experienced world (Lagerstedt and Kolbeinsson, 2021).

When, on the other hand, comparing functional tones and demand characters, the
clearest difference is arguably in how they fit the bigger picture. Functional tones
are embedded in a theory derived from the ecology and embodiment of the agent
while demand characters are part of a theory based on the psychological field of
tensions, withmuchmore emphasis on psychological aspects of the individual such
as desires and goals. What concept is most useful therefore depends on what phe-
nomenon is intended to be explored, and thus what theoretical framework is most
relevant. This is a similar problem as when discussing distributed cognition in
relation to extended versus embedded cognition.

One perspective to use when comparing the concept is to what extent the perceived
attributes persist. With the exception of affordances, the concepts essentially re-
fer to perceived properties. For example, Zeug is discovered to have particular
properties, and when it is working as expected (and is ready-to-hand) these will
no longer be noticed. Whether or not some true property persists is irrelevant
from this point of view: all relevant properties are in relation to the Dasein, not in
relation to something objective and absolute.

Similar to how Zeug disappears as the object becomes ready-to-hand, the demand
characters dissipate with the stress in the field of tensions, and perceived objects
become part of the background when they are no longer related to any need of the
perceiver. The perception of functional tones is also closely related to the capa-
bilities and needs of the perceiver. The idea that ‘[t]he object offers what it does
because it is what it is’ (Gibson, 1979/2015, p. 130) is thus something that makes
affordances unique amongst the other concepts. Affordances can thus be used as a
way to discuss objects in ecological terms, whereas functional tones, Zeug, and
demand characters are more appropriate for understanding agents’ behaviours
in relation to their individual and constructed ‘subjective’ environments (such as
Umwelten).

The functional tones and demand characters, much like Zeug, only exist when rel-
evant for the perceiver. For example, themain function of the windshield of a car is
to protect the driver from the weathers, and separating the outside from the inside
of the car. When doing this, it has to remain transparent, to make it possible for
the driver to see what is going on outside. These functions are crucial, but when
the windshield is working as intended, it will do so independently of the driver. It
does thus not mediate any functional tone to the driver in this case. If, however,
the driver is searching for a spot to mount a navigation system, the windshield can
provide just that, and it can thus mediate this functional tone (mount-devices-on-
able). The subjectivity of affordances, on the other hand, comes in the form of
whether or not an agent perceives a particular affordance. The affordances them-
selves will always exist with the object. A windshield will always have the affor-
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dance of mount-devices-on-able, as well as sitting-on-able, since that is a property
that a fly can perceive in it.

3.5.7 PERCEPTION OF FUNCTIONAL PROPERTIES OF AGENTS

Although there are fundamental differences between objects and agents, it can oc-
casionally be meaningful to handle them in similar terms. For example, when an
agent could help or provide something for another agent, the latter agent might
perceive the prior in functional terms4. Even though the emphasis so far has been
on inanimate objects, the idea of considering agents in terms of functional percep-
tion appears in all considered perspectives.

For von Uexküll and the ethologists, it is central to consider perception of various
species of animals (that is, both in the sense that different animals are perceiv-
ing and different animals are being perceived). For example, a sea anemone can
assume a feeding-, dwelling-, or defence tone to a hermit crab depending on the
current situation of the crab (von Uexküll, 1934/1957). Similarly, an early exam-
ple of an affordance was ‘predatory enemy’ (Gibson, 1966, p. 285) althoughGibson
(1979/2015) later on emphasised that interaction with other agents (humans and
other animals) was somewhat special when it came to affordances, as this was a
case ofmutual interaction between agents. Gibson wrote that ‘[b]ehaviour affords
behaviour, and the whole subject matter of psychology and of the social sciences
can be thought of as an elaboration of this basic fact’ (Gibson, 1979/2015, p. 127).

The main difference between functional tones and affordances of agents is that
the functional tones depend on the properties and current needs of the perceiver,
whereas for affordances they do not. Affordances would always be there for each
behaviour, and an agentwould be an entity that can performbehaviours, thus lead-
ing to an association of affordances with that behaviour. For functional tones, the
behaviour and potential behaviours of an agent can be associated with that agent
through a history of experience, and thus formabasis of reactions for the perceiver.

Heidegger discusses other agents as similarly embedded as objects (see §26–§27
in Heidegger, 1927/2010). It is through function and relation to other things and
people that anything exist. For example, ‘[t]he others who are “encountered” in
the context of useful things [Zeug] in the surrounding world at hand are not some-
how added on in thought to an initially merely objectively present thing, but these
“things” are encountered from the world in which they are at hand for the others’
(Heidegger, 1927/2010, p. 115). Heidegger does emphasise that there are com-
plications regarding encountering entities which themselves can encounter, how-
ever: ‘encountering others is, after all, oriented towards one’s own Dasein [(enti-
ties being-in-the-world)]’ (Heidegger, 1927/2010, p. 115). Since there is no direct
access to others’ encounters and experiences, experience is personal.

In gestalt psychology, meanwhile, the form of faces and the gait of a person have
been discussed in terms of ‘Ehrenfels-qualities’ (Asch, 1952/1959, p. 53) as a refer-

4The claim is not that humans reduce other people and agents simply to tools that can further the
perceiver’s goals. Instead, a human can (at least under certain conditions) perceive other humans in
terms of how they can help, while still respecting the autonomy and integrity of the other human.
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ence to proto-gestalt psychological descriptions of holistic perception (von Ehren-
fels, 1890). That said, the discussion highlights the holistic nature of perceiving
agents, but not perceiving in terms of function. A slightly more functionally ori-
ented perception of agents has been discussedwithin gestalt psychology in terms of
demand characters. When applying demand characters to agents, the term ‘phys-
iognomic characters’ is used (Koffka, 1935/2014, p. 359) as the perceivable features
of the agent are used to judge the nature of that particular agent. It is irrelevant to
what degree the perceived agent actually has the properties ascribed to them, it is
sufficient that agents act as if they do for the phenomenon to be relevant. For in-
stance, ‘[t]he sight of the relaxed face of a man who is watering his garden has one
physiognomic quality; the same expression has a wholly different value if the man
has just committed a murder. [...] The physiognomic properties of an object alter
directly with changes in surrounding conditions’ (Asch, 1952/1959, p. 194). Worth
noting is that the physiognomic characters refer to how a perceiver experiences
or interprets another agent, and should not be conflated with ideas of perceiving
someone’s ‘true’ characteristics based on their physical features (as is typical in the
debunked theory of phrenology).

Since physiognomic characters simply are the demand characters of agents, they
fit into the larger theory of gestalt psychology in the same way demand characters
do, with the field of tensions, dynamically based on the history, and needs and
desires of the perceiver. The specific physiognomic characters of each agent are
thus not universally acknowledged, and will change depending on the state of the
perceiver. Accordingly, ‘[a]ll action is a process by which stresses existing in the
total field are decreased or removed. Because of the multiplicity of such tensions
and theirmutual interdependence the possibilities of action are practically infinite’
(Koffka, 1935/2014, p. 367).

Perception of others has also been explored in neurophysiological terms, not least
through mirror neurons (Rizzolatti et al., 1988). A particularly interesting aspect
of such neurons in this context is that they not only fire when an action is per-
formed by the owner of the cells, but also when the owner is perceiving someone
else performing the action (Di Pellegrino et al., 1992). Mirror neurons have, for
that reason, been considered a neurophysiological candidate for expanding the
sensorimotor system to also be able to simulate social aspects (Svensson and Thill,
2016), thus linking embodied simulations and other agents (Gallese and Sinigaglia,
2018). Interestingly, these neurons have been found to activate when perceiving
several kinds of agents performing actions, among them humans, monkeys, dogs,
and robots (Buccino et al., 2004; Gazzola et al., 2007), which is of particular rele-
vance in social interaction with robots (Bisio et al., 2014; Sciutti et al., 2012; Sciutti
et al., 2014). The ability to experience the other’s situation is, for instance, quite
useful when attempting to understand someone else’s intentions (Kilner, Friston,
and Frith, 2007). However, the activation of the mirror neurons is independent of
the context of the action, meaning that the mirror neurons are not by themselves
sufficient for intention- or mind reading (Brass et al., 2007).
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CHAPTER SUMMARY
This chapter has primarily served as an introduction to theories more specifically
related to perception. I have focused on such theories from the three broad sub-
jects biology, philosophy, and psychology, and in each such subject I have high-
lighted a couple of different perspectives or paradigm in relation to perception.
Similar to the previous chapter, I hope that the breadth of perspectives provides
a richer representation of what perception can be. It also allows me to investigate
perception in a pluralistic way, where shifting or combining established perspec-
tives may provide new perspectives. A particular subject, interested in perception
and spawned from the recognition of the values of multi- and interdisciplinary re-
search, is cognitive science, which was also introduced (with an emphasis on the
multi-e paradigms) in this chapter.

Among the reoccurring patterns in this chapter are certain tensions that have per-
sisted throughout history and shapedmany of the presented theories. There is, for
example, the desire to reduce complex phenomena, in particular to facilitate ways
to apply the theories more practically, which is contrasted with the desire to rely
on holistic approaches to find more overarching and basic explanations. Another
reoccurring tension is between explanations of cognition that relies on abstract or
subjective phenomena, potentially happening ‘in the head’, or strictly on observ-
able behaviours.

The final part of this chapter is dedicated to a particular class of related concepts
concernedwith perception of function. Several of the presented theories have their
own version of such concept, so this chapter lent itself well to introducing and
comparing them. These concepts, and functional tones in particular, will return
throughout this thesis to facilitate discussions on perception in various contexts.
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AGENTS

After the introduction of theories regrading perception it is now time to introduce
those that perceive; the agents. The term ‘agent’ has already been used several
times in this thesis. It has, however, likemany other terms in this thesis a disputed
meaning, partly because the term is used in several different domains (similar to
terms such as ‘embodied’, ‘multi-modal’, and ‘autonomous’; Lagerstedt and Thill,
2023b). The lack of consensus regarding its meaning is not only problematic when
people from different domains meet, but can also be a problem within some do-
mains. For instance, Wooldridge and Jennings (1995, p. 116) have stated that ‘Carl
Hewitt recently remarked that the question what is an agent? is embarrassing
for the agent-based computing community just as the same way that the question
what is intelligence? is embarrassing for the mainstream AI community’. A rea-
sonable way to get to a starting point is to turn to an everyday definition such as
‘a person or thing that takes an active role or produces a particular effect’ while
remembering that the term is derived from the Latin word ‘agere’ meaning ‘to do’
(Soanes, 2001, p. 14). Turning back to computer science, Franklin and Graesser
(1996) reviewed some definitions of agents and identified four necessary proper-
ties; the system should be reactive, autonomous, goal-oriented, and temporally
continuous to be considered an agent. Other properties such as communicative,
learning, andmobile can be used in addition to distinguish between sub-classes of
agents. In this particular case, ‘agent’ is used interchangeably with ‘autonomous
agent’ and primarily for software agents. Other researchers within computer sci-
ence have made the distinction that an agent is ‘an object with a goal’, and a sub-
set of such agents are autonomous in the sense that they are self-motivated (Luck
and d’Inverno, 2001). Looking instead towards biology, the concept of agent is
closely related to autonomy, as an agent is able to maintain its own existence and,
at least in some capacity, make sense of its world (Virenque and Mossio, 2023).
The sense-making aspect of agency ties it closer to cognitive science, and in partic-
ular the more enactive approaches to it. An example of a definition from cognitive
science is that an agent is ‘any system that displays a cognitive capacity, whether
it’s a human, or (potentially, at least) a cognitive robot, or some other artificial cog-
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nitive entity’ (Vernon, 2014, p. 8), while a definition from philosophy can simply
be ‘one who acts’ (Blackburn, 2016, p. 11). A common trait among all of these defi-
nitions is that ill defined, often conflated or contested, terms—such as ‘autonomy’
or ‘cognitive capacity’—are commonly used to convey the meaning of ‘agent’.

4.1 RELATED CONCEPTS
Whilst the term ‘agent’ is generally difficult to define, it seems tomostly be an issue
within computer science, while a specific definition is less critical in many of the
other fields using the term. It is still worthwhile discussing some of the related
concepts. Conflation of terms is always a possibility, and if one particular term is
not contested, it might be because the locus of confusion lies at another term for
that field.

4.1.1 AUTONOMY

The term ‘autonomy’ was introduced by Kant as a somewhat contradictory ability
of being ‘free and yet lawful by itself’ (Kant, 2000, p. 125), and is partly related to
the issue the relation between sensing and thinking1. Autonomy generally refers
to some kind of ability to make own decisions that are possible to act on (and, con-
versely and importantly, the ability to not follow instructions). There aremany dif-
ferent aspects that can affect or interfere with this ability, and different domains
will typically emphasise different aspects. For instance, a robot programmed to
perform certain tasksmight on the one hand be described as autonomous by some,
since it is contrasted against a remotely controlled robot. The same robotmight, on
the other hand, be considered automated but not at all autonomous according to
others, since the robot’s decisions are externally determined by the programming.
This latter perspective is sometimes relying a biologically inspired understanding
of autonomy of agents, emphasising some kind of internal motivation or drive as
central for autonomy, whichmight not be possible for artificial agents (Ziemke and
Sharkey, 2001). Part of the autonomy of animals comes from the lack of an explicit
designer for animals, meaning that the behaviours of the animals are not externally
motivated (see e.g. Ziemke and Sharkey, 2001; Stensson and Jansson, 2014). This
means that the animal’s internal motivation can provide opportunities for the ani-
mal to refuse external instructions. At the core of this distinction between the agent
types is the biological ability of to self-construct (also known as autopoiesis, von
Uexküll, 1928b; Maturana and Varela, 1987; Virenque and Mossio, 2023), and it
is the intrinsic motivation, derived from exteroception and actions fundamentally
guided by affects, that produces an agent’s autonomy (Bickhard, 2000).

Part of the reason for the many uses of the term autonomy is that there will always
be some kind of rules or structures to adhere to. As physically embodied agents,
there are physical properties of the environment that constitute boundaries, lim-
iting the possible autonomy. Since biological agents are structurally coupled with
the physical environment, while adjusting and interacting at different timescales,

1Which is connected to the debates that caused Gibson to invent affordances.

64



CHAPTER 4 AGENTS

the agent and environment will shape each other at evolutionary, developmental,
and metabolic time frames. That is, a species might have time to shape its envi-
ronment in a way that could arguably constitute a kind of expression of autonomy
that an individual animal might not afford.

Apart form physical and temporal limitations, there can be social and legal factors
limiting the autonomy of an agent. Stepping in to a restricted area of a building
is an example of something that might be trivial to do in many ways, but not ev-
eryone can do so while adhering to the prevailing social and legal norms. This
view on autonomy highlights the entanglement of the source of the actual decision
(for example, to what degree is the decision made by the environment, the agent,
or a programmer) and the ability or mandate to actually act on the decision. The
close relation between those two aspect aspect highlights the political nature of the
concept—and by extension the political nature of technology (see e.g. Keyes, Hoy,
and Drouhard, 2019; Oviatt, 2021; Coeckelbergh, 2022; Winkle et al., 2023b).
Lack of autonomy could therefore, in addition to whether or not it is actually pos-
sible to act on the decision, also be considered in terms of what the consequences
of attempting to act are. The complexity of the autonomy concept(s) means that
several aspects of autonomy might be competing with each other. For instance,
lowering the personal autonomy of an agent in some ways might increase the col-
lective autonomy of the group that the agent belongs to, which might be leveraged
by the agent in some cases.

It is not clear whether it will ever be possible to create artificial agents with au-
tonomy in the stronger sense (Ziemke and Sharkey, 2001), but assuming that it
is possible, the question regarding if such an agent should be create still remains.
The question ‘could I’ should always be accompanied with the question ‘should
I’, to make sure that reflection on potential consequences are performed. In this
case, there is, however, a pragmatic reason for the question as well; what benefit
could such autonomy have? Artificial agents would presumably be created to assist
humans in some way, so having the artificial agent make own judgements regard-
ing whether to follow instructions, or to override or ignore instructions might just
introduce new and unpredictable sources of errors and complications. For exam-
ple, much effort is currently spent on attempting to make vehicles autonomous,
however, the autonomous agents that have historically been used as vehicles (such
as horses) have worked for such purposes specifically because they had their au-
tonomy restricted (Lagerstedt and Thill, 2023a). There are potential reasons for
wanting to create artificial agents with autonomy, though. For example, such abil-
ity might be necessary to manage certain complex situations, improve aspects of
sociability, or remainuseful in a dynamic anddevelopingworld. Theremight, how-
ever, be cases where a certain level of assumed autonomy of an agent is sufficient,
independent of what the agent is actually capable of (see e.g. Zafari and Koeszegi,
2020), which, on the other hand, make ethical questions related to deception even
more urgently relevant.

The thoroughly multi- and interdisciplinary nature of robotics (in particular so-
cial robotics) means that several understandings of the term have to co-exist in
the field (Lagerstedt and Thill, 2023b). To handle such diversity of meaning (for
autonomy as well as for other important terms), it is important to explicitly nego-
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tiate the meaning on a case-to-case basis among the relevant parties, and at least
provide some general pointers towards what definition is used when communicat-
ing beyond the respective groups. In addition, it might also be relevant to disclose
what aspects, in what way, and for whom autonomy is relevant when relying on
the term.

4.1.2 COGNITIVE CAPACITY

As mentioned before, there are many opinions on what cognition is, and the dif-
ferent paradigms of cognitive science will highlight different aspects as more or
less important. Abilities such as learning, remembering, perceiving, thinking, rea-
soning, imagining, making decisions, and solving various kinds of problems are,
however, often cited as typical for cognition (Bayne et al., 2019).

The term ‘cognitive capacity’ indicates somekindof quantitativelymeasurable prop-
erty, of which there can be more or less. Such an idea is generally easier to ap-
ply when relying on cognitivist perspectives, emphasising some kind of computa-
tional data- or information processing. Given the close relation between such per-
spectives and computer science (due to the prevalence of the computer metaphor
for the mind) the tools for evaluating and measure the capabilities of computers
should be possible to extend to cognition as well. For instance, from such per-
spectives, it should be possible to measure memory in terms of how many bits of
information can be stored in the brain, and problem solving could be measured
in terms of how efficient the information processing algorithms are. The limits of
cognition should be possible to evaluate using stress testing under experimental
conditions, to identify the limits of an agent’s cognitive ability. A specific concept
sometimes used in this context is that of cognitive load, referring to the relative
use of cognitive capacity (Paas et al., 2003). Investigating the cognitive load could
therefore be used to probe someone’s cognitive ability, or conversely, systems can
be designed to minimise the cognitive load of the user.

A benefit of attempting to capture cognitive abilities using some computational
framing is that the emulation of such abilities in computers and robots becomes
straightforward. The cognitive abilities would generally refer towhat happenswith
the sensory input from when it is sent to be processed until it results in some deci-
sion or behaviour. Relying so heavily on internal representation and computation
is, however, often too inefficient when guiding an agent. The computationalist
strategies can work well in controlled, predictable, and repetitive situations, but
tend to have more problems in complex environments. Alternative and radically
embodied approaches on how to provide cognitive abilities to robots (for instance
relying more on embeddedness) started to gain traction towards the end of the
20th century (Braitenberg, 1984; Brooks, 1990). Some of those strategies were at
least partially inspired by cybernetic theories form the early to mid 20th century
(e.g. Wiener, 1948/2013).

The more situated perspectives on cognition makes quantitative measures of ab-
stract cognition less meaningful, and cognitive capacity could instead be inter-
preted more qualitatively as an evaluation of how well an agent manages its en-
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vironment. Cognitive abilities are, from such perspectives, not considered general
and context agnostic, but rather there for some specific purpose, to fill some spe-
cific role (Brooks, 1991; Vernon, 2014). At a very general level, it has beenproposed
that the main purpose of cognition is prospection, that is, to predict future states
and better adapt to what may come (Clark, 2015).

This view might be less helpful when attempting to create artificial agents with
cognitive abilities, since such abilities emerge in complex systems when the condi-
tions are right. It is no longer enough to identify somehardware agnostic algorithm
to implement, but instead create a dynamic and complex system where it can be
difficult to tell what phenomena might emerge, and how those phenomena might
interact with each other. It becomes particularly difficult if other requirements are
introduced in parallel. There might, for instance, be limits on howmuch the agent
can cost to develop or build, demands on its reliability or precision, or require-
ments on speed or strength.

4.1.3 SOCIAL CAPABILITY

The term ‘social’ is etymologically derived from the Latin word ‘socialis’, meaning
allied (Soanes, 2001, p. 797). It is generally used in relation to certain situations
where agents have to interact or manage other agents (although it is possible that
non-agent objects are interacted with in social ways). Several abilities—such as
empathy, theory of mind, and understanding of complex networks of relations—
are very useful, if not necessary, to handle social situations. Such requirements
could be demanding on the agent, meaning that social species might evolve in di-
rections that make them better equipped to handle the complex problems they are
likely to face due to the social context, which could improve the ability to solve
other kinds of problems as well (Jolly, 1966). This idea (called the social intelli-
gence hypothesis) is, however, still contested (Holekamp, 2007; Ashton, Thorn-
ton, and Ridley, 2018). Although theoretically compelling, and plenty of empirical
work is consistent with the hypothesis, it is difficult to conclusively evaluate it em-
pirically (Ashton, Thornton, and Ridley, 2018). Part of the difficulty lies in teasing
apart the different factors; it is far from trivial to demarcate betweenwhat is social,
cognitive, or ecological/environmental (Holekamp, 2007; Ashton, Thornton, and
Ridley, 2018), escalating a problem highlighted even without the social context by
some multi-e perspectives to cognition.

Some of the necessary abilities for social interaction can be understood hierar-
chically, for instance through a layered model of increasingly demanding abilities
(Hurley, 2008). The most basic level of this model includes basic adaptive feed-
back control, and at the most advanced level, the model includes self-monitoring
and adapting behaviour, imitate others, imagine different outcomes, and imagine
things despite counterfactual input. Humans are able to reach the highest levels of
this hierarchy (Hurley, 2008), resulting in such aptitude for social interactions that
even various kinds of technological artefacts can inspire social behaviour (Reeves
and Nass, 1996). This ability can be seen as a willingness to suspend disbelief and
act by ascribing social abilities, even to machines that might clearly lack any such
actual ability (Ziemke, Thill, and Vernon, 2015). To facilitate this ascribing, the
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agents need to display rich social behaviour (Breazeal, 2004), however, such de-
ception can increase certain risks, discussed more at the end of this chapter. Such
ascribing can be framed as an aspect of the kind of construction of the experienced
world typical for type 2 Umwelten, and the perceived social features could be con-
sidered a kind of functional tones. Just like other functional tones, there are no
guarantees that the perceived agents perform according to these social functional
tones, and the tones might fade both because the source of the tone satisfied the
needs of the perceiver or because it failed to live up to the expectations. The social
interaction and communication can thus be seen as a way for different agents to
entangle their Umwelten (Partan and Marler, 2002).

To understand social cues, it is often important to consider them from a multi-
modal perspective (Lagerstedt and Thill, 2023b). Multi-modal social cues can be
multiple redundant or degenerate first order sensations, but social interaction is
also relying on complex second order effects. Such phenomena have also been
seen in interaction with artificial agents. For example, Torre et al. (2021) found
that the emotional arousal and valence of a smiling virtual avatar can be conveyed
differently in different modalities. Both voice and facial expression can be used as
a predictor for arousal, but of the two, it was only facial expressions that reliably
conveying the appropriate valence. In case of a mismatch, the visual channel of
the facial expression took priority. This can be seen as first order multi-modality,
where one modality is dominant in case of a conflict. It can, however, be difficult
to capture some of the contextual and dynamic aspects of interaction in shorter
experiments. For example, expectations of abilities change based on experience,
and interaction dynamics can thus change withmore interaction (Ekman, Johans-
son, and Sochor, 2018). It is also possible to intentionally send mixed messages
using different modalities, which can be used as a tool for certain kinds of social
interactions. Using irony is an example of this (and can be seen as a kind of sec-
ond order effect ofmulti-modality), where the combination of contextual clues and
mismatched signals can convey certain meanings, that would be otherwise diffi-
cult to convey. Some initial exploration of this kind of complex social communi-
cation has been conducted in human interaction with artificial agents (Ritschel et
al., 2019), but more work is needed to better understand the rich possibilities of
natural communication.

These social cues have to have a reason to be perceived, for example to monitor
the surroundings for some general awareness of what is going on, or to coordinate
some social or joint activity. There are many kinds of social activities, with various
requirements on the participating agents. Cooperative activities, for instance, re-
quire mutual responsiveness, commitment to the joint activity, and commitment
tomutual support (Bratman, 1992). There are, however, different kinds of cooper-
ation, where some are more casual than others. As an example, the categorisation
of Tomasello et al. (2005) identify dyadic, triadic, and collaborative engagements
as three distinct categories of cooperation. Dyadic engagements, the category with
least requirements, simply consist of agents acting together (in a mutually respon-
sive manner), whereas triadic engagements have the additional requirements on
the cooperating agents tomonitor each other to facilitate progress towards a shared
goal. The shared goal is thus constituting a third locus, in addition to the two
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agents. For collaborative engagements, a deeper cooperation and interaction is
necessary, where the agents can reverse roles and assist each other based on the
intentions and sub-goals of the other agent. The difference between these classes
of interaction is therefore not simply a matter of degree, but rather of kind (Kol-
beinsson, Lagerstedt, and Lindblom, 2019). What role the agents can play in the
interaction, and thus the locus of responsibility for the interaction, will depend on
the agents respective capabilities (Lagerstedt, Riveiro, and Thill, 2017).

4.2 BEING HUMAN
There are many different kinds of agents, and some different ways of classifying
them (with a particular focus on artificial agents) will be discussed in section 4.3.
I will, however, first discuss a specific subset of agents of particular relevance for
this thesis; humans. Humans are of particular relevance not only due to the focus
on that category in itself, but also since this thesis deals with technology designed
for humans and, to some extent, designed to present itself as human.

When considering what it means to be a human, identity and norms stand out as
concepts of particular importance to consider. Identity can be described as who
someone is considered to be, whereas the norms are opinions regarding who they
ought to be. Both identity and norms are complex concepts, highly dependent on
each other, and their social nature emphasises the importance of the structures
constraining existence discussed in section 3.2.2. Startingwith identity, it can refer
to the own self or the self ascribed to someone else. Either way;

[t]hat which we call the self seems at first to refer to many things: our name, our age,
our sex, the incidents in our history, and our various characteristics. However, these
various facts do not have the same relation to the self; some lie closer to its center
and others are more peripheral. (Asch, 1952/1959, p. 280)

Not only are different factors of various importance when determining the iden-
tity, but the ‘value’ of each respective factor may change dynamically with context
and over time (Hornsey, 2008; Buckingham, 2008). Age is an obvious example of
a factor that changes over time, but it is importantly the perceived age that is con-
sidered in this context. Both a person of age 10 years and 30 years might consider
themselves young, something that might temporarily change while, for instance,
sharing a bus with a group of children. Despite the 30 year old person considering
themselves to be young, the 10 year old person might still consider them to be old.

A person’s identity has a large impact on which groups they can be considered part
of (and vice versa, Hornsey, 2008). Even small things can be crucial when deter-
mining whether someone is in or out of a given group (to the point where simply
being randomly assigned to the same group can evoke in-group phenomena, Tajfel,
1970), which in turn can have large consequences for the individuals and their in-
teractions.

Since the social context is so important in relation to identity, it is important to
also introduce the closely related concept ‘norms’, that is, rules and opinions re-
garding what identities and behaviours are appropriate and acceptable. There are
many different kinds of norms (meaning that there are many sources of opinions
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regarding how things should be), such as moral norms, legal norms, and social
norms. There are many open questions regarding the workings of norms, such
as how they are learned, organised, and represented, but it is at least generally ac-
knowledged that norms can be highly contextual (e.g. Cialdini, Reno, andKallgren,
1990; Hechter and Opp, 2001; Aarts and Dijksterhuis, 2003; Malle and Scheutz,
2019; Maeda, Brščić, and Kanda, 2021). It is worth noting that there is an exter-
nal aspect to norms in that ‘they are obeyed and enforced by communities’ (Malle,
Bello, and Scheutz, 2019, p. 21). Norms can be important for purposes of com-
munication, since they can be considered the commonly understood way things
are. However, there are instances where people are unable or unwilling to con-
form with the norms of their communities, which can potentially lead to misun-
derstandings, harassment, or even oppression. A particularly relevant example
concerns the care domain, since care recipients often aremore vulnerable than the
population in general, and being in need of care is in itself norm violating (in re-
lation to, for example, independence). There might be other aspects, for example,
children and older people are violating norms of age and vitality, one-armed peo-
ple violate norms regarding anatomy, and persons with dementia violate norms
regarding cognitive function. It is therefore important to be aware that many tacit
or explicit assumptions might not be completely true and general.

4.2.1 GENDER

A specific factor of identity worth highlighting is that of gender, and the related
concept of sex. Gender is a social construct with several aspects (Richards et al.,
2016) for instance how someone present or express themselves, how they person-
ally identify themselves, or how they are perceived by others. These aspectsmay all
alignwithin one gender, or theremight bemore complex combinations, potentially
changing throughout the life of the individual (Richards et al., 2016). Although
there has long existed an assumption within psychology that there only exist two
distinct and static genders (the binary assumption), the assumption is difficult to
consolidate with empirical evidence (Butler, 2002; Richards et al., 2016; Hyde et
al., 2019). The interaction between the performed gender and the social pressure
and expectations from society has, including the naturalisation of some desires,
for instance been discussed using the heterosexual matrix (Butler, 2002). There
are not only social pressures of assuming a specific gender and sexuality, but also
a pressure to accept the system where everyone has a gender (Butler, 2002) and
sexuality (Chen, 2020).

Gender is sometimes conflated with the concept of sex, which is often described as
the biological basis for the gender. Like with any other taxonomy, there are plenty
of complications with sexing humans (and even more difficult when attempting
to include other species in such taxonomy), such as ambiguity or inconsistency
between themarkers. In neuroscience, for instance, there has long existed a binary
assumption, and there are some typical differences that can be found betweenmen
and women (Joel and Mccarthy, 2017). However, these differences are found at
a population level (Hyde et al., 2019), and upon closer inspection, the mosaic of
differences does not result in two distinct sexes (Joel et al., 2015). It is a similarly
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problematic simplification to base sexing onhormone levels (Gillies andMcArthur,
2010), genetics (Tachon et al., 2014), and phenotype (Warne and Raza, 2008). As
a way to step away from the binary view of sex, it has been proposed to instead
rely on a sex spectrum model (Ainsworth, 2015). Such a spectrum can be helpful
despite not capturing all the nuances of the diversity, not least to reduce stigma
related to intersex (Zeeman and Aranda, 2020; Monro et al., 2021).

Although these factors are socially constructed, fluid, and not always distinct, the
categories can also be important to acknowledge and use, for instance to reduce
bias, combat stereotypes, and improve rigour and reproducibility in science and
engineering (Tannenbaum et al., 2019). Without categories, it is difficult to eluci-
date structural biases, for example, looking only at academia there are persistent
and unjust biases based on gender in terms of who is supposed to do what work,
who gets their work acknowledged, and in what way it gets acknowledged and re-
warded (e.g. Rossiter, 1993; Babcock et al., 2017; Kalm, 2019; Ross et al., 2022;
Drange et al., 2023). Similar structures and patterns exist outside of academia as
well (see e.g.UnitedNationsGeneral Assembly, 2015, goal 5). However, the impor-
tance of relying on such categories to identify and highlight problematic structures
also means that people who do not fit any of the categories will become invisible
(D’ignazio and Klein, 2020, ch. 4), so the taxonomies and frameworks need to be
used critically. It is also important to allow these factors to be as complex, con-
textual, and dynamic as they need to be to understand humans (Harding, 1986;
Cikara, Martinez, and Lewis, 2022).

The norms that define what a human is and what they can do, and what violations
to such norms mean, changes over time, not lest in the care domain. Although
many assumptions about what a human should be are implicit and often invisible
for those that fit the criteria, it is possible to investigate such assumptions by con-
sidering the way people have been assumed to not be as they should. The different
paradigms of how to view humans, based on difference in abilities or perspectives
on health, is partially captured under the umbrella of ‘models of disability’.

4.2.2 MODELS OF DISABILITY

The heterogeneous diversity among care recipients leads to problems when a care
recipient is seen as a normative case within their norm-violating category, leading
to a disproportional focus on a small subset of properties. The name ‘disability’ has
been ascribed some of that responsibility, as it indicates that the person follows the
norm apart from being un-able to perform certain things, ‘however, people do not
have disabilities any more than they have dis-money or dis-height’ (Wobbrock et
al., 2011, p. 1). A disability is not created by the body, but by the way the world is
constructed. We all have some lack of ability, but only some lack of ability excludes
us from full societal participation. On the other hand, the solution is not simply to
stop using the term disability, as such a solution would only make disabilities less
visible, and ultimately harm people with disabilities (Andrews et al., 2019).

Historically, disabilities has often been interpreted through a religious lens, whereby
they are seen as punishments or tests, and sometimes even as opportunities or
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blessings (Retief and Letšosa, 2018). In more recent history, several other views
on disability, often referred to Models of Disability, have been developed. For in-
stance, in themid 19th century theMedical Model started to emerge and remained
prominent throughout much of the 20th century (Retief and Letšosa, 2018; An-
drews et al., 2019). Themedicalmodel has a pathogenic outlook, viewing disability
as a kind of disease that should (and can) be cured, and people with disability are
viewed as people who need (1) rehabilitation to be adjusted to fit in society in (2)
complementary ‘psychological adjustment which helps the individual to come to
termswith his physical limitations’ (Oliver, 1981, p. 27). Several problematic terms
related to disability can be derived from thismodel, partly due to the stigmatisation
associated with the pathogenic stance, and partly due to the terms systematically
being used as slurs or insults (Andrews et al., 2019). Inspired by activism, and
as a reaction to the medical model, the Social Model (sometimes called the Mi-
nority Model) developed in the late 20th century (Retief and Letšosa, 2018). The
term Social Model was coined as a contrast to the individual focus in the medical
model, where the problems experienced by a disabled person are directly related
to their disability (Oliver, 1981). From the perspective of the social model, it is
rather the ‘society which disables physically impaired people’ (Oliver, 1981, p. 32)
by imposing disability onto people through unnecessary isolation and exclusion,
constituting a form of social oppression (Oliver, 1981; Shakespeare, 2016; Retief
and Letšosa, 2018).

It is important to acknowledge that people with disabilities often need care, how-
ever, focusing on factors facilitating as well as maintaining good health (known as
a salutogenic rather than pathogenic perspective), could be pivotal in becoming
less disability focused (Antonovsky, 1996). Another important aspect is that peo-
ple with disability is a very diverse group, both in terms of needs and preferences
regarding terminology (Andrews et al., 2019), and it is thus crucial to strive to un-
derstand the meaning of ‘quality of life’ for each individual receiving care specifi-
cally (Buntinx and Schalock, 2010; Fowler Jr, Levin, and Sepucha, 2011).

4.2.3 INTERSECTIONALITY

There are several othermodels of disability apart from thosementioned in the pre-
vious section (Retief and Letšosa, 2018). For instance, the cultural model and the
identity model both emanated from the social model, but emphasise and develop
different aspects of it (Retief and Letšosa, 2018; Andrews et al., 2019). The cultural
model is expanding the scope to understand disability in an interdisciplinaryman-
ner includingmore of social sciences andhumanities (Titchkosky, 2007; Retief and
Letšosa, 2018), and the identity model focuses more on how a person’s disability
integrates with their identity. Both of these models emphasise the intersectional
nature of disability studies, and similarities have been identified with social justice
movements centred around oppression based on other aspects, such as gender,
sexuality, or race (Titchkosky, 2007; Andrews et al., 2019).

Intersectionality is a perspective that emphasises how the intersection between
different aspect of a person’s identity will interact in ways to create entirely new
circumstances, making it impossible to capture a person’s lived experiences from
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the different perspectives in isolation (McCall, 2005; Nash, 2008). The term ‘inter-
sectionality’ was initially introduced in a legal context, discussing how discrimina-
tion cases focused on the most privileged members of each category of discrimina-
tion (Crenshaw, 1989). For instance; ‘in race discrimination cases, discrimination
tends to be viewed in terms of sex- and class-privileged Blacks; in sex discrimi-
nation cases, the focus is on race- and class-privileged women’ (Crenshaw, 1989,
p. 140), and black working-class women are consequently marginalised. This also
means that there is a priority of interpretation; given conflicting interpretations
of a situation, the interpretation by members of a more privileged group will take
priority over interpretations from less privileged people. Another example of peo-
ple with experience of intersectional marginalisation having difficulty being seen
and heard are lesbian women, who have had problems being represented both by
women’s rights movements and by gay rights movements (Cor and Chan, 2017).
While intersectionality can be used to understand complex identities, and the con-
sequences and interactions of the underlying factors, it is also possible to start
analysing the systems of power from the other direction. By considering the so-
cietal structures it is possible to examine in what ways a person is more or less
privileged, using the theoretical tool of the matrix of domination (Collins, 1990).

The impact and importance of intersectionality has more recently started to gain
attention in traditionallymore technical fields, such as data science andother STEM
(science, technology, engineering, andmathematics) subjects (D’ignazio andKlein,
2020; Cech, 2022), as well as fields studying human interaction with technology.
In the field of human-computer interaction, aspects such as gender, class, and race
have been studied for a long time, but the factors are typically studied in separation
(Schlesinger, Edwards, andGrinter, 2017). The importance of intersectionality has
also been highlighted in human-robot interaction (HRI), although the main focus
tend to be on individual aspects of identity (e.g. Sparrow, 2020; Weßel, Ellerich-
Groppe, and Schweda, 2021). I will return to this in chapter 7.

Although the view on disability and intersectionality has progressed through the
years, the insights are propagating to related fieldswith somedelays. The delay can
partly be explained with the difficulty of keeping up with trends and developments
even in one field, somore peripheral fields would be suffering at timeswhen priori-
ties has to bemade. Another reason can be that themodern developments in other
fields are seen more as a hindrance than a help, reducing the incentive to adopt it.
For example, when attempting to identify application domains for social robots, it
is not uncommon to propose care and companionship for older people. Such do-
main can be seen as ‘low hanging fruit’ for roboticists given a naive or old fashioned
view of the care domain. The category of ‘older people’ is notoriously diverse even
in its diversity (Choi, 2000; Ranzijn, 2010). That is, most of the norm-violating,
as well as normative, attributes exist in this group, however, certain disabilities
(such as osteoporosis and dementia) are more common than in the human pop-
ulation as a whole (Jaul and Barron, 2017). Understanding the particularities of
each individual, instead of relying on stereotypes and assumptions regarding prop-
erties and needs of older people, is thus particularly important when developing
robots for caring of people in this group (Frennert and Östlund, 2014; Frennert
and Östlund, 2016; Bradwell et al., 2019).
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4.3 ARTIFICIAL AGENTS

After this brief introduction to some aspects used to discusswhat counts as human,
it is time to move on to some other kinds of agents, some of which are created as
replications of some human aspects. Artificial agents exist in many variants, both
physical and virtual (Thellman et al., 2016), and at various degrees of anthropo-
morphism (Duffy, 2003). By starting with a fairly general concept such as artificial
agent, instead of having a narrower focus, such as only robots, the hope is to al-
low for general principles to be identified. Such principles can later be adapted to
various special cases, or used as some benchmark against which variations can be
compared. Different domains can, in addition, benefit from each other through
this larger perspective (Lagerstedt and Thill, 2020). For instance, there is a large
degree of overlap between the study of robots and that of automated systems (Han-
cock et al., 2011), and comparative studies between avatars as interfaces in com-
puters and physical robots have been performed (Shinozawa et al., 2005). Such
comparative studies can also be beneficial when trying to better understand spe-
cific phenomena, such as blame attribution; something that has been studied with
similar results when humans cooperate with robots (Groom et al., 2010), comput-
ers (Moon, 2003), and cars (Jonsson et al., 2004). Research within the vehicle
domain might have solutions for a number of issues in both the robotics and au-
tomated systems domain (Thill, Hemeren, and Nilsson, 2014), so a better under-
standing regarding when it is appropriate to generalise would help transferring
knowledge between domains.

Before providing some examples of kinds of artificial agents, it is worth noting
some of the factors used to highlight the distinction between artificial agents and
natural agents (animals). Among the commonly used factors for such theoretical
distinction are time scales and nature of coupling to the world. Animals are, for
instance, historically embodied (Ziemke, 2001) in that there is a fundamental con-
nection between the personal history of interaction with the world and the animal
itself. This thorough integration is generally not the case in robots that are created
to have certain features and abilities, and can be turned on, turned off, or reset at
will. In biology the term ontogenesis is used for aspects of this kind of the indi-
vidual history. This tends to cover the history from conception to at least maturity
but sometimes until the death of the agent. This development is partly determined
by genetics, but to a large extent it is determined by the continuous and mutual
perturbation of agent and environment (see e.g. Vernon, 2014, p. 48). On top of
this, biological agents have a long history of developing in the sense that they are
part of a species which has adapted to some niche overmany generations. It is thus
important to not only consider the animal itself, but also the environment in which
the species evolved and the individual developed (the latter tends to result in large
inter-species variation). This fundamental impact of the history is rarely the case
for robots, that are designed in a specific way and although they may learn, they
rarely develop.

It is, further, proposed that there is some property that biological, but currently
no artificial, agent possess, for example, that living agents consist of autonomous
cellular units (‘Zellautonome’, see vonUexküll, 1928a) or that they are autopoietic,
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that is, they continually self-produce (Maturana andVarela, 1987). This discussion
relates closely to issues regarding autonomy of artificial agents. While autonomy
in the stronger sense is central for biological agents (see chapter 8 in von Uexküll
(1928a) or chapter 2 in Maturana and Varela (1987)), present-day artificial agents
are still limited when it comes to determining their own behaviours other than
through externally defined rules (Ziemke and Sharkey, 2001).

Even if artificial agents may never be able to actually construct their own Umwel-
ten (Emmeche, 2001), there are ideas from Umweltlehre that can be applied to
artificial agents. In particular when settling for type 1 Umwelten. From such per-
spective, the agent’s sensors, actuators, morphology, and so on all contribute to
defining the accessible and therefor meaningful part of the world. What the world
offers the artificial agent depends on what the agent can do. For that reason, it is
not necessarily useful to aim for some general way of classifying or categorising
the world, but instead rely on classifications that are meaningful for the respective
context and agents. Attempting to train an artificial agent to recognise affordances
based on human annotations (e.g. Do, Nguyen, andReid, 2018)might, for that rea-
son, be of limited use. Even if the agent in question is an anthropomorphic robot,
it might not be human-like in the sense that the affordances are shared. On the
other hand, it is conceivable that artificial agents that (at least on a surface level)
are not particularly similar to humans would develop similar behaviours, given
the right circumstances. For instance, corvids and apes have shown indications
of possessing similar aspects of cognition in terms of causal reasoning, flexibility,
imagination, and prospection (Emery and Clayton, 2004), despite very different
sensorimotor systems. This is explained by convergent evolution of cognition due
to sharing similar (socioecological) challenges, without a need for convergent evo-
lution of brains.

4.3.1 SOFTWARE AGENTS

One kind of use of the term agents is found in computer science, referring to soft-
ware with some particular set of properties. There is, however, not a consensus
for what that set contains, but there are several taxonomies created for different
kinds of agents in computer science (e.g. Franklin and Graesser, 1996; Luck and
d’Inverno, 2001). Inspired by the biological taxonomy developed from the work
of Linnaeus (1735), a hierarchical classification was developed using colloquial
definitions, and classifications that seemed intuitive to the authors Franklin and
Graesser (1996). Creating a taxonomy like that is a pragmatic solution that at least
will generate a starting point, to later build on and refine. Amore formal approach
is used by Luck and d’Inverno (2001) to create a conceptual framework mapping
out different kinds of artificial agents. This framework is also hierarchical, but
starts by considering ‘entities’ (a collection of attributes), of which one subset are
‘objects’ (distinguished by have capabilities). A subset of objects is ‘agents’ (objects
with goals) which, finally, have ‘autonomous agents’ (agents with motivations) as
a subset. Autonomy is in this case generally referring to the weaker sense, but a
hypothetical software agent with autonomy in the stronger sense would still fall
within this category. In addition to the hierarchical classification, the framework
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is developed with specifications for a complementary language for discussing soft-
ware agents, making notation of definitions, logic, schemas, et cetera clear and
systematic.

In addition to these attempts to capture the general meaning of software agents,
there aremany specific instances sometimes discussed. Although it may be prefer-
able to have clear definitions and taxonomies, within which everything can be
sorted, it is sometimes necessary assume a more pragmatic ‘bottom up’ approach,
by developing something that will potentially become a reasonable class in the fu-
ture, and worry about how it fits the bigger picture after the facts. Some examples
of software agents designed to support or interact with humans are decision sup-
port systems and intelligent personal assistants.

Decision support systems
Decision support systems (DSSs) have been studied and developed since the mid-
dle of the 20th century, and it has been driven by technological advancements as
well as the changing needs of the users (Power, 2008). They have thus been an
important use case within computer science almost since the creation of the first
digital computers. DSSs are defined by the three characteristics, that; (1) a DSS
is designed specifically to facilitate decision processes, (2) a DSS should support
rather than automate decision making, and (3) a DSS should be able to respond
quickly to the changing needs of decisionmakers (Power, 2002). Due to the lack of
autonomy of traditional DSS, it might seem like a stretch to consider them agents.
To make the DSS more convincing as an agent, they can be extended with addi-
tional features making them more similar to intelligent personal assistants.

Intelligent personal assistants
The concept of intelligent personal assistants (IPAs) emerged in the 1990s, due
to advancements in ‘areas such as speech recognition, natural language process-
ing, semantic web, machine learning, and artificial intelligence, combined with
the huge amount of available informationmade accessible by the Internet’ (Santos
et al., 2016, p. 1). IPAs have been defined as ‘software agents which assist users
in performing specific tasks. They should be able to communicate, cooperate, dis-
cuss, and guide people’ (Garrido,Martinez, andGuetl, 2010, p. 2). Such agents can
potentially have some access to information about the surrounding environment
(such as temperature and brightness), which can be used to trigger services as well
as providemore accurate or advanced assistance (Santos et al., 2016). Examples of
applications for the IPAs are ‘hiding complexity of difficult tasks, performing tasks
on behalf of the user, teaching the user, and monitoring procedures and events’
(Garrido, Martinez, and Guetl, 2010, p. 2), and some examples of current IPAs are
Alexa2, Cortana3, Mycroft4, and Siri5.

To allow natural language communication with IPAs, it is necessary to have some

2https://developer.amazon.com/alexa
3https://www.microsoft.com/en-us/cortana
4https://mycroft.ai/
5https://www.apple.com/siri/

All links correct at the time of writing.
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language model (which in itself is not an IPA). An early example of a language
model implemented in a way where it allowed interaction with what seemed to be
an agent is ELIZA (Weizenbaum, 1966). Many language models have been cre-
ated since then (each new model often being met with awe), and while serving as
potentially useful interfaces and helpful tools, they are still different from natural
languages (Suchman, 2007). During the last years, developments have allowed
for large language models (LLMs, such as GPT, PaLM, and BLOOM), leading to
a sudden jump in quality. Such models can rely on artificial intelligences using
unsupervised learning on corpa created by scraping internet pages (Radford et al.,
2019), so it is important to highlight that there is a large risk that human bias gets
included in these models (Caliskan, Bryson, and Narayanan, 2017; D’ignazio and
Klein, 2020).

4.3.2 ROBOTS

Robots is a term often used for certain kinds of artificial agents. The term, which
is derived from the Czech word for ‘forced labour’, was first used in the play R.U.R.
(Rossum’s Universal Robots) by Čapek (1921). The robots in the play are artificial,
albeit biological, agents. Although the inventor attempted to artificially create hu-
mans, the robots were quickly redesigned by removing ‘everything that wasn’t of
direct use’, such as emotions, to make the machines cheaper and more efficient.
Throughout the play, human abilities are gradually reintroduced to the robots as
it is discovered that the ‘useless’ properties had meaning after all. The play is a
contemplation of the relations between humans, technology, labour, and society.
Similar artificial ‘humans’ have fascinated humans for a long time before R.U.R.
(Truitt, 2015), and has continued to fascinate since then (Rhee, 2018). Modern
real-world robots are far from as capable as the fictional robots in R.U.R., but the
questions and ideas raised in the play are still urgently relevant.

Fictional or not, the term ‘robot’ has come to mean a wide variety of things, to
the point where it is often of little use if not defined further, explicitly or implicitly
through context (see e.g. Nomura et al., 2005). Historically, robots have been han-
dled by professionals in industrial and other specialised settings, however, along
with the technological advancement of robots, the interest to develop robots for
social settings has increased (Breazeal, 2003a; Bruckenberger et al., 2013). Sev-
eral attempts have been made of providing taxonomies for robots, but it has been
proven difficult in general. Taxonomies with purposes more specific than gen-
eral categorisation has, however, been more successful. Some broad categories of
robots often discussed are industry robots, service robots, and robot companions.

Industry robots
The actual use of robots started in the industry, with industry robots emerging in
the 1950s and 1960s, albeit early versions had existed since at least the 1930s (Gas-
paretto and Scalera, 2019). The robots of the 1950s were programmable, but not
able to communicate or adapt while running the programs. The more adaptive
and interactive industrial robots instead started to emerge towards the end of the
1970s. Industrial robots are, to this day, typically deployed in cages, or otherwise
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made inaccessible for humans. This is both to prevent humans to come to harm
and to maintain an ordered and predictable environment for the robot. These re-
quirements are, however, restrictions that are increasingly being seen as problems,
given the increased demands in industry to also allow, or even encourage, interac-
tions between humans and robots (Lasi et al., 2014).

Service robots
A service robot is a robot that ‘performs useful tasks for humans or equipment
excluding industrial automation applications’ (Technical committee: ISO/TC 299
Robotics, 2012), and robot is, in this context, defined as an ‘actuated mechanism
programmable in two or more axes [...] with a degree of autonomy [...], moving
within its environment, to perform intended tasks’ (Technical committee: ISO/TC
299 Robotics, 2012). With this definition, the industrial robots are explicitly ex-
cluded, while otherwise remaining fairly open and includemanyother robots. More
implied is, however, the exclusion of experimental robots used for research and de-
velopment. Some examples of service robots in line with the definition are guide
robots (e.g. Kanda et al., 2009; Azenkot, Feng, and Cakmak, 2016) and robots in
care (e.g. Roy et al., 2000; Jayawardena et al., 2010), but also robot vacuum clean-
ers (Hoenen, Lübke, and Pause, 2016) and lawn mowers (Verne, 2020) could fall
within this category.

Robot companions
A robot companion can be defined as ‘a robot that (i) makes itself “useful”, i.e. is
able to carry out a variety of tasks in order to assist humans, e.g. in a domestic
home environment, and (ii) behaves socially, i.e. possesses social skills in order
to be able to interact with people in a socially acceptable manner’ (Dautenhahn,
2007, p. 685). Although not explicitly stated, it is necessary for the robot to have
a high level of automation, if not autonomy, as it needs to ‘carry out a variety of
tasks’ as well as ‘interact with people in a socially acceptable manner’. The first
part of the definition indicates that the human is in charge and the robot is pro-
viding help, however, for some levels of social skill it is important for the robot
to have drives and aims of its own (Dautenhahn, 2007). This is relevant to con-
sider when evaluating different kinds of interactions and situations in which to
use the machine (Lagerstedt, Riveiro, and Thill, 2017). The second part of the def-
inition, regarding social skill, distinguishing robot companions from the service
robots previously discussed. Although these two categories are different, they are
also partially overlapping. An example of a kind of robot companion that is not a
service robot is robot pets (Konok et al., 2018); their purpose is as companions and
they do not typically have any more specific task to perform.

Social and sociable robots
Social skill and sociability are features that are often desired in robots. It is a defin-
ing feature in companion robots, but often necessary in service robots as well. The
important roles of social aspects are also thoroughly entangled with the develop-
ment of industry 4.0 (Kolbeinsson, Lagerstedt, and Lindblom, 2019; Xu et al.,
2021). The concepts of social and sociable robots are closely related, but social
robots can be loosely defined as ‘socially responsive creatures that cooperate with
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us as partners’ (Breazeal, 2004) whereas sociable robots ‘pro-actively engage peo-
ple in a social manner not only to benefit the person [...] but also to benefit itself’
(Breazeal, 2003b). With these definitions, there is a larger emphasis on the robot’s
agenda in the case of sociability; the robots are social for their own purposes. The
idea of social robots cooperating with humans as partners does, however, imply
that the robot has certain autonomy (Lagerstedt, Riveiro, and Thill, 2017; Kol-
beinsson, Lagerstedt, and Lindblom, 2019).

Although the demands for fully social robots are quite high, it is still possible to
benefit from social aspects in simpler machines. It might be enough to rely on so-
cial signals and cues to achieve better interaction (Ribeiro and Paiva, 2012). Ma-
chineswith such social interfaces can be described as ‘socially evocative’, andmight
also be ‘socially receptive’ if they are able to pick up on social signals and cues
from the humans (Breazeal, 2003b). Social effects of robots have been studied in
many domains and contexts, and formany purposes, such as in learning situations
(Kennedy, Baxter, and Belpaeme, 2015a; Kennedy, Baxter, and Belpaeme, 2015b),
and explainabiliy of robot behaviours (Miller, 2019), and the calibration of the trust
a human have in a robot (Salem et al., 2015; Wang, Pynadath, and Hill, 2016) have
been proposed as reasons for relying on social features. There are, however, still
open questions regarding introduction and acceptance of robots into professional
teams (Groom and Nass, 2007; Schrum et al., 2021).

Vehicles with high level of automation
As vehicles increase their level of automation (On-RoadAutomatedDriving (ORAD)
committee, 2016), they are increasingly relevant to consider as agents. It has been
argued that such vehicles can provide added values, since traffic could be improved
in areas such as flow, accessibility, and safety, provided that some remaining chal-
lenges are solved (Casner, Hutchins, and Norman, 2016). The term ‘autonomous
vehicle’ is sometimes used for these kinds of agents, but when doing so it is still
referring to autonomy in the weaker sense, that is, as a term interchangeable with
‘automated’ (Stensson and Jansson, 2014). A common way of classifying differ-
ent kinds of automation is using a system of six categories, labelled zero through
five (On-Road Automated Driving (ORAD) committee, 2016). For the vehicle to
be considered a robot, it is reasonable that it is at least somewhat automated, that
is, above category zero. That said, it is still an open question to what degree (or
under what circumstances) the vehicle is considered the physical body of the arti-
ficial agent, or of the artificial agents is considered a disembodied software agents
simply controlling the vehicle (Lagerstedt and Thill, 2023a). To provide a locus of
the artificial agent for the humans in the car to interact with, it is possible to, for
example, provide an interface such as a dashboard mounted robot body or screen
displaying a virtual robot (Tanaka et al., 2017).

4.3.3 BEYOND MONOLITHIC AGENTS

The examples of artificial agents mentioned so far have mainly been monolithic
agent, however, it is possible to consider an agent distributed over several physi-
cal instances. Not the least when considering artificial agents. There are several
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cases that could fall into this category, some of which would often be discussed in
terms of ‘cyber-physical systems’ (see e.g. Shi et al., 2011), but traffic that includes
(potentially externally coordinated) vehicles of various levels of automation could
also be considered an interesting use case in this regard. Similar to the discussion
related to distributed cognition, it might seem far fetched to considered something
like a swarm as one agents, but if the swarm practically fulfils the criteria used for
an agent, then it might be a useful perspective to have when attempting to under-
stand the swarm.

Some aspects of swarms can to a large extent be explained by a small number of
simple rules fromwhich the complex behaviours emerge without any explicit deci-
sion. An example of this with biological agents is the behaviour of murmurations
of starlings (Cavagna et al., 2010). The simple rules will typically guide the indi-
viduals based on some limited local information, but through the individuals ob-
serving these rules, some behaviours will emerge at a larger scale. Such emergent
behaviour does not require explicit communication, but it could be aided by it.

It is, however, possible to imagine systems where decisions are impossible to pin-
point to specific agents, and the global decisions are instead better understood as
a distributed process throughout a network of specialists and artefacts (Hutchins,
1995a). A pragmatic approach to handle the blurry lines between agents is to ac-
knowledge that what is considered one agent from one perspective be considered
an aggregation of several agents from another perspective. For example, a mur-
muration of starlings or a school of fish might in some cases be understood as one
agent, however, in other cases it might be more meaningful to consider the indi-
vidual starling or fish an agent.

There are also examples of swarms of artificial agents, albeit currently mainly at
an experimental stage. With artificial agents, it is not only possible with global
behaviours of the swarm via indirect communication between individual agents
and distributed coordination. It is also possible to have some central coordination
using a primary computerwhich is communicatingwith all agents in the swarmvia,
for instance, wifi or some other wireless method to conveying digital information.
At this stage, the explicit coordinator is arguably the only agent, meaning that the
individual parts of the swarm are simply physical ‘body-parts’ of that agent; not
physically connected, yet connected.

There are several other kinds of agents or systems blurring the line of what might
typically be seen as an individual agent. For instance, given some kind of soft-
ware agent, it might be possible to create a physical body for that agent, leading to
what was discussed in section 3.4 as what cognitivist would consider embodiment,
whereas the stance from amulti-e perspective would typically be that such embod-
iment is superficial. If one such body could be built, it should also be possible to
build several, potentially of different models. If the same software agent would be
uploaded to several robots, it would constitute some kind of multi-embodiment
(see e.g. Williams et al., 2021), moving the software agent from one robot to an-
other would introduce potential problems related to the re-embodiment, and if
several agents (artificial or not) would happen to share one physical instantiating,
it could be a case of co-embodiment (e.g. Fribourg et al., 2020). There are many
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potential problems or phenomena to investigate in all these case, such as techni-
cal issues related to synchronisation or social aspects related to interacting with
something with such different relation to its physical form.

Monolithic or not, what specific system or sub-system is considered the agent is
potentially determined in a fluent and situational manner, but also perceived in a
context sensitive way. When perceiving other agents, it can be done in a passive
way, for instance to monitoring the surroundings and building and maintaining
awareness (Drury, Scholtz, Yanco, et al., 2003). Considering perception in terms
of the field of tensions from gestalt psychology could be helpful in this case, and
agents would fade or emerge in this field based on their physiognomic characters
(in turn on the expectations, prior experiences, needs, anddesires of the perceiver).

Perceiving other agents can also be done in a more active sense, which could be
seen more as a kind of tool use, and closely related to the kind of perception dis-
cussed in section 3.5.7. In the context of a specific need or problem, the perceiver
can search for something (or someone) that stands out in relation to somepotential
solution. A property such as ‘tall enough to reach the top shelf’ is a property that
an agent can have that would be relevant and perceivable in relation to some tasks.
From an Umweltlehre perspective, the perceived agent might assume a ‘tool’ tone
to the perceiver, but could in a more social or interactive context stand out more
as a social partner (Thill and Ziemke, 2015). These tones could, however, change
dynamically based on the current needs. For example, a human (as perceived by
the robot) could shift tone from something to assist to something that could guide
the robot back to a charging station as the robot’s battery is getting depleted (see
e.g. Nanavati et al., 2022).

4.4 EXPLAINABILITY, METAPHORS, AND
DECEPTION

As already emphasised in various ways in this thesis; perception is not the activity
of accessing some absolute Truth that is the objective world. It is rather the ac-
tivity of making sense of the physical and temporal situation, grounded in some
environment, context, and milieu. Part of the problem of creating artificial agents
to interact with includes creating artificial agents to be perceived in some helpful
way; that is, facilitate the right kind of sense making. To some extent this problem
canbe summarised as how tomake the agents and their behaviour explainable, and
the techniques for doing so can, for instance, be seen as using helpfulmetaphors or
relying on harmful deception. Several factors are relevant for this process—some
of which have already been discussed in this thesis to various extents and in vari-
ous contexts—but it is worth revisiting some of them more explicitly in relation to
creation of artificial agents.

4.4.1 EXPLAINABLE ROBOTS

Explainability has, as previously mentioned, been studied for a long time, both in
general and for artificial systems (Miller, 2019). The two broad classes of strategies
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for making explainable AI (making the system transparent or providing post-hoc
explanations, Lipton, 2018) are also relevant for when making explainable robots.
Although there are similarities between different kinds of systems with which one
might want to interact (such as computers, robots, and humans), there are sev-
eral differences relevant for explainability with potential consequences for what
insights are generalisable or transferable between domains (Lagerstedt and Thill,
2020). When comparing AIs and robots, for example, an important difference
is that robots tend to be physically present with the human which would change
the expectations on the robot, which in turn can be both useful and problematic
(Thellman and Ziemke, 2021). Sharing a physical space with such a robot can al-
low certain kinds of communication, such as indicating attention via gaze, but it
might also create (potentially false) expectations on what information the robot
has access to.

As a starting point for perception, humans are assuming one of three general stances
to explain behaviours of objects; the physical stance, the design stance, or the in-
tentional stance (Dennett, 1987). Using the physical stance, an object is under-
stood from its physical properties and nothing more. A robot falling over is like a
broom falling over; a tall object affected by gravity that is more stable when lying
down. Physically embodied agents can partially be understood using this stance,
which is an important aspect of such embodiment. The benefits of this stance is,
however, somewhat limited when it comes to understanding agents, meaning that
the design- and intentional stances are often more helpful in these cases.

With the design stance, the behaviour of an agent is understood based on knowl-
edge of the inner workings and of the design of that agent (Dennett, 1987). The
knowledge that the agent has been designed will therefore frame the perception of
the agent, and its behaviours can be understood as an extension of the designers in-
tentions. The details of the underlying physical properties andmechanisms are not
necessary to consider, as the agent can be sufficiently explained as a designed neg-
ative of a specific problem. To encourage or facilitate this stance, transparency can
be a good strategy. This stance can be very helpful for small and simple systems,
but scales badly with size and complexity (Lipton, 2018). Demystifying robots by
having the users assemble the robots might, on the one hand help by providing
some transparency, but might also, on the other hand, be counterproductive by
increasing the risk of overvaluing the robot (Sun and Sundar, 2016), which can
be seen a kind of IKEA-effect (Norton, Mochon, and Ariely, 2012). For the inten-
tional stance, an observer of a behaving object assumes that the behaving object is
predictable as a rational agent, and to understand the agent’s behaviour, the be-
liefs and intentions of the assumed rational agent need to be reverse engineered
(Dennett, 1987). These intentions and beliefs can then be used to predict further
behaviours. Worth noting is that an intentional system doesn’t need to actually
have intentions and beliefs (Dennett, 1971) and it is possible to ascribe intention-
ality to an object without believing that it actually has beliefs or intentions (Ziemke,
Thill, and Vernon, 2015).

For either stance, it is necessary to have some prior understanding to interpret the
observed object. When interpreting a robot, or a robot’s behaviour, it can be done
(1) through remembering own prior experiences or encounters with robots, (2)
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through remembering stories of others’ experiences or encounters with robots, or
(3) through other prior experiences of the world and rely onmetaphors to translate
those experiences to something relevant for the situation with the robot. Since di-
rect experience with robots are still rare (with some exceptions, such as toys, lawn
mowers, and vacuum cleaners), in particular social robots (Thellman and Ziemke,
2021), the first strategy is often of limited use, making the other two strategies the
more important. The explainability of robots will therefore rely on indirect expe-
riences, such as fiction and metaphors.

Robots in fiction
Robots in fiction have been shown to affect the expectations people have on real
robots, both in terms of the robots’ abilities and towhat extent they are sympathetic
(Kriz et al., 2010; Bruckenberger et al., 2013; Sundar, Waddell, and Jung, 2016;
Banks, 2020). It is, however, not only the general public and potential users that
rely on fictional robots to understand and explain actual robots. Also researchers of
robotics and computer science can rely on fictional robots, for instance as sources
of inspiration, when interacting with participants in experiments, and when com-
municating results to the scientific community (Mubin et al., 2019). Utilising fic-
tion can be a useful tool to position non-fictional robotics and HRI in a larger con-
text (Mubin et al., 2019) but due to the spectacular nature of large parts of science
fiction, it can also increase the risk of drawing attention away frommoremundane
but also more urgent problems (Riek and Howard, 2014; Van Wynsberghe and
Robbins, 2019). Since robot designers and scientists should be seen as experts
on matters regarding robots, it is problematic when such experts lean in to fiction
without appropriate disclaimers; something that is common in both popular sci-
ence andmarketing of robots (Rosén et al., 2018). When used appropriately, when
the context andpurpose is clear, fiction canbe auseful tool for researchers, not only
for the mentioned reasons for improved communication, but also as a way to pro-
vide space formore speculative outlooks and contemplation of potential large scale
consequences (e.g. Thibault et al., 2020). It can also be a more appropriate format
for capturing certain phenomena, since ‘[f]iction enables researchers to access and
express aspects of the human condition thatmay otherwise be out of reach’ (Leavy,
2012, p. 252). The book Flatland (Abbot, 1884) can be seen as an example of this
use of fiction, as it explores mathematical concepts through the medium of fiction,
while taking the opportunity to provide some social commentary.

Metaphors and anthropomorphism
Metaphors play a fundamental role in how humans make sense of (and commu-
nicate) the world (Lakoff and Johnson, 1980). In the case of understanding artifi-
cial agents (such as robots), it is common to use metaphors with biological agents
(such as humans) as the source domain (Duffy, 2003; Thellman, Silvervarg, and
Ziemke, 2017; Lagerstedt and Thill, 2020; Sharkey and Sharkey, 2020; Dennler
et al., 2022), although there are also several other metaphors used when design-
ing robots (Alves-Oliveira et al., 2021). The terms ‘zoomorphism’ and ‘anthro-
pomorphism’ are typically used when using animals and humans respectively as
the source domain. By relying on anthropomorphism, an appropriately designed
robot can therefore allow an individual’s past experiences of interaction with other
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humans to inform interactions with robots because ‘when a person relies on ego-
centric or anthropocentric knowledge to guide reasoning about nonhuman agents
[...] he or she is anthropomorphizing’ (Epley, Waytz, and Cacioppo, 2007). To
facilitate anthropomorphism for this purpose, robots can be designed to look like
having human sensory organs to indicate that the robots can perceive like humans
can. If robots have parts that look like eyes the robots can be interpreted to be
able to see, and with parts that look like ears the robots can be interpreted to be
able to hear. Although there is a general understating of what anthropomorphism
means in the context of human-robot interaction, there are still methodological
challenges and variations of definitions for the field to resolve before consensus
regarding the specific meaning of the term can be found (Damholdt et al., 2023).

While anthropomorphising of machines might, on the one hand, contribute to the
explainability of robots, it might, on the other hand, also come with several draw-
backs (Robert, 2017; Giger et al., 2019) and contribute to the dehumanisation of
humans (Rhee, 2018; Oviatt, 2021). There are also associated problems related to
what aspects (and flavours of those aspects) of humanness are selected to represent
humans in themetaphors built into themachines (Singh et al., 2022; Winkle et al.,
2023a; Rosén andLagerstedt, 2023). Robots have, however, also been proposed as
potential tools to address such problems both directly by having the robots respond
to abusive behaviour (Winkle et al., 2021b) and indirectly by designing robots to
subtly challenge stereotypes (Torre et al., 2023).

Another way in which designing machines using anthropomorphism and zoomor-
phism can be a bit of a double edged sword is in terms of expectationmanagement,
where it can be difficult to determine what specific aspect of the metaphor that
is picked up by the user. An example of this is the uncanny valley effect, where
robots are found to be seen with increasing familiarity the more human-like they
become, but only to a point where the almost human-like robot suddenly evoke
discomfort in the perceiver (Mori, MacDorman, and Kageki, 1970/2012). This
has been explained as a consequence of the confusion or frustration of perceiv-
ing something inhabiting the borderland between two categorical spaces (Moore,
2012). It is for that reason important to find appropriate features for themetaphor,
such as adding filters to robot voices to signal their artificial nature (Moore, 2017b;
Moore, 2017a). However, leaning in toomuch to themetaphor and creating voices
that inspire a false understanding of the agent with the physical or design stance
(such as biologically inspired voice qualities signalling size or habitat of the agent)
could be problematically deceptive (Rosén, Lagerstedt, and Lamb, 2022).

4.4.2 ASCRIBING AND DECEIVING

Although abilities and properties might be perceived in an agent, these perceived
properties do not necessarily correspond to some actual property, which might
be more or less problematic. There might be pragmatic reasons behind ascribing
properties despite knowing that they are not actually there, such aswhen assuming
the intentional stance towards an artificial agent, or when relying on metaphors,
to better understand or predict a robot’s behaviour, as discussed above. Ascribing
intentions to robots has in particular been studied as facilitating social interaction
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(e.g. Özdem et al., 2017; Thellman, Silvervarg, and Ziemke, 2017), and only sparse
information is necessary to facilitate such ascribing. Even basic animated geomet-
rical shapes can evoke ascribing of mental states (Heider and Simmel, 1944). As-
cribing mental states in general to machines have been argued to be ‘useful when
the ascription helps us understand the structure of the machine, its past or future
behavior, or how to repair or improve it’ (McCarthy, 1979). What abilities are as-
cribed to themachines can in turn affect the interaction with them, which has been
seen for machines such as computers (Branigan et al., 2011), automated vehicles
(Thill, Hemeren, and Nilsson, 2014), and humanoid robots (Vollmer et al., 2013).

While abilities can be ascribed to agents without them actually having the corre-
sponding abilities, and encouraging such ascribing can be beneficial in term of us-
ability and explainability, it can still be deceptive. To what extent that is prob-
lematic depends on several factors, and is largely an ethical problem. Addressing
ethical issues can, as discussed in section 2.1.7, be done in several ways, and from
several perspectives. For example, utilitarian approaches emphasise the conse-
quences of the actions, rather than the actions themselves, when determining if
the actions are ethically defensible (Riek, 2012; Henschel, Hortensius, and Cross,
2020; Sharkey and Sharkey, 2020). For instance, Matthias (2015) offered four
instances where deceptive robots in healthcare is morally permissible, based on a
utilitarian perspective. Deception can be considered ethical if (1), it is in the best
interest of the patient, (2), the patient is able to have increased autonomy by being
able to make more choices and control the robot, (3), the patient is aware of, and
able to stop, the deception, and, (4), no direct or indirect harm can happen to the
patient. When evaluating consequences for the purpose of ethics, it can generally
be done on various levels (such as societal or individual) or for different stake-
holders (such as professional users or unrelated bystanders), and in the case of the
guidelines of Matthias (2015) there is a clear focus on the patient as the locus of
ethical evaluation. Due to the contextual nature of these guidelines, they could be
seen, not only as utilitarian, but as a step towards care ethics.

Another perspective is to rely on a deontological perspective, which emphasise the
duty to uphold principles or standards that are predetermined to be ethical within
the community the ethical agent is part of (for instance, living by the duty of ‘one
should not lie’ wouldmean that the potential harm of the truth is of no importance
when deciding whether to lie or not). There are several ethical guidelines to rely
on when assuming a deontological stance towards the issue of deception, both for
scientists creating deceptive robots as part of their research (World Medical As-
sociation, 2018; American Psychological Association, 2017; European Comission,
2018), and for roboticists designingmachines for other purposes (The IEEEGlobal
Initiative on Ethics of Autonomous and Intelligent Systems, 2017; Association for
Computing Machinery, 2018; High-Level Expert Group on AI, 2020).

In cases when the deception is problematic, it might not be due to any sinister
reason, and it might instead be due to naivety from the designer. When solving
complex problems, such as creating social robots to be deployed in public, it is dif-
ficult to predict all problems that might appear (even if the ethical guidelines and
professional best practices are followed). It might also be due to a kind of profes-
sional blindness (similar to what has previously been described in the context of
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software design, Cooper, 2004), where the designers are so familiar with the sys-
tem that they are not aware of the implicit assumptions they rely on. Such tacit
knowledge might practically constitute hidden requirements for the users, which
might affect the usability and user experience. Even worse, without sufficient un-
derstanding of the nature of the robot, a usermight unintentionally bemislead and
trust the robot in a way that is not actually reasonable. For example, assuming a
scenario where there is a humanoid robot deployed as a guide in a city and the
robot is simply relying on an internal map, GPS coordinates, and some local feed-
back for corrections to navigate, they might not be aware of dangers such as cars
sharing the space of the pedestrians. A user might falsely assume that the robot
has enough awareness of the surroundings to notice the oncoming traffic, and fol-
low social conventions regarding navigation in a shared space, to the degree where
the user might follow the robot into a perilous situation. The user has thus been
deceived, albeit not intentionally.

Intentionality is a factor that has beenhighlighted in relation towhat canbe consid-
ered deceptive (Sorell andDraper, 2017), although the necessity of intention is dis-
puted (Sharkey and Sharkey, 2020). Assuming intentionally as a necessary part of
deception, it can be defined as an attempt to distort or withhold facts with the aim
to mislead, but this might not be for nefarious reasons. For example, in research
on social interaction with robots, the researchers might want the participants to
believe that they are interacting with an autonomous robot while actually teleop-
erating the robot to maintain control. In these cases, the Wizard of Oz-paradigm
(Dahlbäck, Jönsson, and Ahrenberg, 1993; Riek, 2012), where participants are in-
tentionally deceived during the experiment, is often used. However, to prevent
lasting false beliefs, the participants should take part in a debriefing session with
the people running the experiment, where they will receive full disclosure.

It is, however, important to remember that there is a temporal aspect to deception.
Continued interaction with the robot will increase the actual experience, andmore
opportunities for meeting (or failing to meet) the expectations of the user, who, in
turn, will update their trust in the robot (Lee and See, 2004; Ekman, Johansson,
and Sochor, 2018). If the expectations are not met at some important point, the
robot will have to find some way to repair or renegotiate the relationship with the
user to not fall into disuse (Groom and Nass, 2007). Throughout the interaction,
there is a continuous balancing act for the robot to receive appropriate trust, and
through that remain in a state between misuse (related to over-trust) and disuse
(due to under-trust), which is an issue studied not only in human-robot interaction
(e.g. Kessler et al., 2017), but in human-machine interaction in general (Ekman,
Johansson, and Sochor, 2018; Robinette, Howard, and Wagner, 2017). Not all
kinds of expectations seem, however, to be given equal importance when inter-
acting with robots, since expectations related to the robot’s function has a larger
impact than expectations related to social aspects (Lohse, 2011). A reason for this
could be related to how robots are generally portrayed in fiction, as agentswith cog-
nitive or physical abilities at least on par with humans, but with somewhat lacking
social skills (Kriz et al., 2010). Such narratives could lead to some general attitude
or colloquial understanding of what to expect from robots.
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Norms and morality for artificial agents
When it comes to discussions related to ethics, such as many of the cases above,
there typically needs to be (1) an agent that can be considered ethical, (2), an action
that has ethical implications, and (3), a stakeholder that is affected by the action
(Mason, 1995). In the cases discussed above, it is rarely the robot that can be con-
sidered the ethical actor (the first requirement) since they are not sufficiently au-
tonomous in relation to their actions (such as those in the second requirement), so
the responsibility gets relayed to the designer who’s actions the robot is extending.
If, for instance, a robot is designed to only respond to greetings made in a particu-
lar dialect of English, then it is not reasonable to claim that the robot is unethical
in its discrimination, but it is instead the designer that was unethical when they
designed such a machine. In this example it might be easy to point at the designer
as the root of the problem, but in real situations, there is usually a complex web
of power relations behind what is ultimately designed (Winkle et al., 2023b). For
that reason, it is also possible to consider other stakeholders to be the source of the
unethical conduct, for instance the person deciding to deploy the robot in a context
in which it is not appropriate.

That said, there is ongoing research in the direction of making the robots them-
selves able to make ethical or moral decisions. For example, Malle and Scheutz
(2019) have proposed a framework of moral competence for robots, consisting of
five different elements; three of which are different activities based on the other
two elements—a system of norms and a moral vocabulary. The system of norms
(the first of the two elements in the framework) is the set of expectations and de-
mands that members of the relevant community has of each other. Such systems
of norms vary between different communities, but tends to be followed by the re-
spective community members despite potential clashes with the goals of individ-
ual agents. These expectations and demands can be of different types, such as pre-
scriptions, prohibitions, or permissions (Malle, Bello, andScheutz, 2019). To allow
agents to conceptualise and communicate concepts related to norms andmorality,
it is necessary to have an appropriate vocabulary (the second of the two elements
in the framework), not only for the norms themselves but also for violations and
consequences for violations (Malle and Scheutz, 2019).

The three activities in the framework of Malle and Scheutz (2019) are (1), to make
moral judgements, (2), to act according to those judgements, and (3), to commu-
nicate the relation between the judgements and the actions. Variations in under-
lying norms can thus have consequences for things like blame attribution (Ko-
matsu, Malle, and Scheutz, 2021) and mental state ascription (Uttich and Lom-
brozo, 2010). Issues regarding communication of judgements and related actions
share some similarities with the more general issues of the previously discussed
explainable robotics. Additionally, creating robots that seem to value things, and
to care, has been proposed to facilitate social interaction (Groom and Nass, 2007),
however, encouraging the idea that a robot cares, can evoke the previously dis-
cussed problems related to deception.

Due to the anthropomorphism of many robots, they can be interpreted using prior
experience of humans. Although it is possible to hold humans and robots to dif-
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ferent moral standards (Malle et al., 2015), anthropomorphism also means that
norms that are held for humans can be inherited by the robots (Torre and Le Ma-
guer, 2020), which could potentially be used to improve usability and explainabil-
ity (Goetz, Kiesler, and Powers, 2003). However, such design strategies might
enforce prejudice or other problematic norms among humans (Sparrow, 2020;
Williams, 2023; Goo et al., 2023).

CHAPTER SUMMARY
This chapter has been the third and final in Part I of the thesis, a part focusing on
background and theory. The first chapter in this part focused on perspectives on
knowledge, and the second chapter focused on theories on perception. With this
third chapter, the agents, or those that perceive, have finally been introduced. Like
the other chapters, there are several perspectives, opinions, and traditions that
have beenpresented, and like the other chapters, the survey of of these perspectives
has not been exhaustive. The intention is, however, that the selection is diverse
enough to allow some of the messiness of reality to shine through.

Regarding the structure of the chapter, it started with presenting some common
concepts often related to many kinds of agents. This was followed by a brief in-
troduction of ways to address what can be considered human. This is of particular
importance for this thesis, since its focus is not only on humans, but on technol-
ogy created to be used by humans, and to some extent mimic, or even pretend
to be, human. Part of the contemplation on humans focused on structures used
to classify humans, but intersectionality, that is, the complex interaction between
different aspects, was also highlighted. This will be of particular relevance in the
discussions of chapter 7.

In addition to humans, I also introduced various kinds of artificial agents, aswell as
some categories of such agents. The chapterwas concluded by a discussion onways
to conveyingwhat the specific instances of agents are, or how to inspire appropriate
assumptions and interpretations when perceiving an artificial agent.

Throughput the chapter, the intention has been to focus as much as possible on
individual agents and agents in isolation. This has not been entirely possible, in
particular due to the social nature of many agents. This limitation will, however,
not persist into the next part. On the contrary, the topic of the next chapter is
interaction between agents.
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CHAPTER 5

MEETING ARTIFICIAL AGENTS

While robots are maturing in the industry, robots are also starting to emerge in a
wider variety of contexts beyond the factories, with a diverse set of intended tasks
to perform and purposes to fulfil. They range from robotised tools such as robot
gardeners (Strisciuglio et al., 2018), robot vacuum cleaners (Hoenen, Lübke, and
Pause, 2016), and automated vehicles (Sportillo, Paljic, and Ojeda, 2019), to so-
cial humanoid robots in education (Ramachandran, Huang, and Scassellati, 2017)
and service (Tonkin et al., 2018). Since robots are deployed in environments in-
habited by humans, and often with the intention to interact with said humans, it
is increasingly likely for a human to meet a robot, and it is therefore important to
study aspects related to such interactions when developing robots. In the previ-
ous part, several kinds of agents were introduced, but the focus was on the agents
themselves. In this part, there is a larger emphasis on the (potential) interactions,
as well as how such interactions are studied.

Several phenomena will emerge in the initial meetings with artificial agents, and
these phenomena can affect the attitudes towards the agents as well as shape the
interactions that follow. For example, the ‘novelty effect’ (Kanda et al., 2004) refers
to people’s tendency to interactmorewith—and showmore interest in—robots that
are new to the perceiver. This effect is a particular concern in shorter studies ofHRI
as it can be difficult to disentangle the aspects of the results that are mainly due
to this effect and the aspects of the results that might be generalisable beyond the
initial period of introduction. It has thus been proposed that at least two months
of everyday interactions are needed to see ‘stable interactions between robots and
householders emerge’ (Sung, Christensen, and Grinter, 2009). However, it is not
clear if (and in that case under what circumstances) there is any stable, general,
everyday interaction that can be seen as the ‘real’ kind of interaction of a familiar
phase, that would be categorically different to some novelty phase. It might sim-
ply be the case that the interactions and relations continuously develop. Although
the novelty effect is a well established phenomenon, there are concerns about it
often being taken for granted in HRI without studying it properly. There has for
that reason been a call to study it more explicitly in HRI as a relevant phenomenon
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in its own right (Smedegaard, 2019), rather than just using the phenomenon as a
generic confounding factor. The novelty effect could, for instance, be considered
in terms of Umweltlehre, where the uncertainty of how the novel object relates
to the Umwelt makes it salient, and the effect would therefore be fundamentally
a problem of perception. Approaching it from a phenomenological angle would
also associate the novelty effect with the concept of curiosity. For instance, Hei-
degger considered curiosity an important part of perception in that it is attracted
to novelty: ‘[curiosity] seeks novelty only to leap from it again to another novelty’
(Heidegger, 1927/2010, p. 166).

Even though the interactionwith the artificial agent is novel, it is possible that prior
experiences can be transferred to some extent, for instance in therms of anthropo-
morphism. This can, on the one hand, be helpful in the sense that the artificial
agent can become more understandable or intuitive to interact with. There is, on
the other hand, the risk that it is not the similarities that are highlighted, but in-
stead the differences. For example, Mori, MacDorman, and Kageki (1970/2012)
have proposed the uncanny valley hypothesis, which initially referred to a non-
monotonic relationship1 between human likeness and affinity/familiarity of sev-
eral objects and agents. It has since become a popular concept to consider, in par-
ticularly when discussing to the perception of robots (Kim, de Visser, and Phillips,
2022). Empirical evidence to support the hypothesis in robotics, however, re-
mains inconsistent (Kätsyri et al., 2015), and several factors, such as movement,
aesthetics, and morbidity, have been suggested to be contributing factors to the
phenomenon. It has also been proposed that the effect should more accurately be
described as a more complex landscape (and not only a valley in a slope) to better
account for the multiple factors that the phenomenon seems to consist of (Kim,
de Visser, and Phillips, 2022). Hypotheses regarding the underlying cause include
categorisation ambiguity (e.g. Moore, 2012; Mathur and Reichling, 2016) and per-
ceptual mismatch (e.g. MacDorman et al., 2009), both of which can be understood
as categories (for what is human and what is non-human) for categorical percep-
tion being established and developed through experience (Macmillan, 1987), and
the uncertainty of stimuli on the border between categories would be the source
for the discomfort.

The study of HRI is still a young field, so there is not only a need for more empir-
ical insights, but also for synthesis of such insights and observations into theories
that can provide further structure to the field (Jung and Hinds, 2018). However,
not all theoretical work needs to be invented from scratch; related theories from
other fields can to some extent be transferred or translated. For example, some of
the theories of the background part of this thesis can be used to study and make
sense of the phenomena related to meeting robots, and other artificial agents. For
instance, considering the novelty effect through the framing of Umweltlehre can
help connect the current construction of the experienced world (Umwelt) with the
perceiver’s history and current situation. Relying on such theoretical insights, the
design of the physical shapes and behaviours of artificial agents can be done in an

1The relationship is non-monotonic in that increased human likeness of an object largely leads to
higher affinity for it, except when that object is almost but not entirely human-like, where a sharp
decrease in affinity is postulated.
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informed, hypothesis driven way, which in turn can perpetuate the further devel-
opment of theories for HRI.

A defining aspect of artificial agents is, which is central when studying interaction
with them, is that that they are designed, although the approaches for doing so
vary. When designing interactive artefacts, it is important to keep in mind that
also the context and those with which it is to interact will affect the utility of the
artefact. Since that context cannot be built into the agent, it is instead possible to
design these agents to clearly indicatewhat can be donewith themas away to guide
the users, and anyone else perceiving them. The importance of promoting percep-
tion of appropriate affordances when designing everyday things was realised and
discussed towards the end of the 1980s (Norman, 1988), and these insights can
inform design of artificial agents as well (although the original definition of affor-
dances is formulated in a way that can make that particular concept difficult to
apply to agents). For instance, if a user commits some error when interacting with
an artificial agent, it is generally the designer rather than the user that is to blame;
dismissing the issue as being due to ‘faulty’ humans is neither helpful nor accurate.
If anything, it is the norms or theories regarding who the users are that are faulty,
potentially due to not understanding the user group (it is, however, possible that
someone who should not have access to the agent still managed to interact with it,
at which point the fault might lie elsewhere). However, with a good understand-
ing of the humans interacting with the artificial agents, that understanding can be
used to facilitate useful functional tones to form, in a similar fashion as a designer
of everyday things would attempt to highlight appropriate affordances.

An important aspect to design for in many robots is social capability. Among them
are abilities related to appropriately convey its intentions and capabilities when
interacting with them. The robot might, for example, need to appropriately sig-
nal where it intends to go (Szafir, Mutlu, and Fong, 2015), explain the reasons for
some particular behaviour (Thill et al., 2018), or indicate its confidence in its own
skills (McGuirl and Sarter, 2006; Helldin et al., 2013; Beller, Heesen, and Vollrath,
2013). Improving this communication will, among other things, reduce the risk of
mismatch between the human’s expectation on the robot and the robot’s actual ca-
pabilities and improve the human’s system awareness. The trust that the human
has in the robot can thus be adjusted, and different aspects of trust is currently
intensely studied in HRI (Chita-Tegmark et al., 2021; Malle and Ullman, 2021).
When designing a robot with trust in mind, it is important to remember that trust
should be optimised, not maximised. Too much trust will lead to misuse, and not
enough trust will lead to disuse (Lee and See, 2004). All those are examples of why
a thorough understanding of how artificial agents are perceived is necessary.

In this part of the thesis (that is, in this and the following two chapters), I will
discuss human-agent interaction in some different ways, but mainly focused on
human-robot interaction, and in particular the practices within the field. I start by
discussing some different ways of considering interaction, as well as some other
relevant classifications. I will then continue by discussing how to benchmark in
HRI, and in particular highlight human-animal interaction as a field to learn from
and with; a discussion largely based on (Lagerstedt and Thill, 2020). This part is
concluded by a critical look onHRI as a field, as well as the people the filed consists
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of. This latter part is based on work in several publications, including (Winkle et
al., 2023a; Rosén, Lagerstedt, andLamb, 2023; Rosén andLagerstedt, 2023; Torre
et al., 2023).

5.1 TYPES OF INTERACTION
There are many way to interact andmany purposes for doing so. When interacting
with artefacts, such as computers, it has been proposed that there are four major
types of interaction to rely on; the human can instruct, converse with, manipulate,
and explore the artefact (Rogers, Sharp, and Preece, 2023, ch. 2.5). The part of
the distinction between the different types lies in what the human is attempting
to achieve with each instance of interaction, for example, when ‘instructing’ the
artefact, the human is giving some command such as selecting an option or typing
in a command in a terminal. Conversing interaction would, in contrast, be more
of a two-way interaction between the human and the computer.

I will typically consider types of interaction at a slightly different level in this the-
sis, relying more on social abilities and the relation between the agents, and not
necessarily focus as much on the interface design (although that will also be dis-
cussed, not the least in chapter 8). Some ways of interacting have already been
discussed in section 4.1.3 on social capability, not least the dyadic, triadic, and col-
laborative interactions proposed by Tomasello et al. (2005). The interface design
and the relation to, or perception of, the artefact is, however, related. When rely-
ing on interfaces where the human is instructing the artefact, the latter is typically
designed to be considered a kind of servant, while interfaces relying on conversing
typically insinuate that the artefact is more similar to a kind of partner (Rogers,
Sharp, and Preece, 2023, ch. 2.5). While this distinction is useful for understand-
ing interactions and design solutions, it is important to remember that it is possible
to create artefacts with which it is possible to have different types of interaction in
parallel. It might, for instance, be possible to interact through a kind of conver-
sation with a support system, while making occasional direct commands based on
the conversation. An additional source of complexity is that there are many po-
tential modalities through which the interactionmight happen, potentially even in
parallel (Oviatt, 2007). For example, touchscreens, keyboards, eye-trackers, mi-
crophones, and cameras can provide opportunities to interact with artefacts using
a wide range of modalities. Multi-modality in this context is yet another use of the
term, which was previously discussed in section 3.4.2. In the previous discussion,
the emphasis wasmore on the perspective on the perceiver (that is, the ‘experience’
of the artefact in this discussion) rather than the one attempting to convey some-
thing. Based onwhat paradigm on communication is used, these cases aremore or
less similar. For the sender-receiver view of Shannon andWeaver (1949/1963) it is
easier to separate the perspectives compared towhen paradigms relying onmulti-e
perspectives, emphasising the fundamental entanglement of agent, environment,
and milieu, are used. This is thus another example of the importance to negotiate
the meaning of the term for the specific use case, and as far as practically possible
provide clues to what underlying assumptions are used when communicating with
those not part of the negotiation (see Lagerstedt and Thill, 2023b).
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Going back to the more relational aspects of interaction, such as what was dis-
cussed in section 4.1.3, there are other ways of considering interaction, some along
the same line. For instance, when two agents interact with each other, or both in-
teract with the same objects, the agents can be said to cooperate. Cooperation can
be classified into several categories, two such categories are of particular interest,
especially in HRI; ‘instrumental helping’ and ‘collaboration’. Instrumental help-
ing is when one agent is assisting another agent, whereas collaboration is when
two agents helping each other (Vernon, 2014, ch. 9). A helping agent is responsive
to the intentions of the helped agent, while two collaborating agents are mutually
responsive to the intentions and actions of each other (Vernon, 2014, ch. 9). Mu-
tual responsivenessmeans that agents adjust their behaviours to better fit with the
common goal in response to the behaviour of the other.

There are other distinguishing features between the two categories. Two necessary
conditions, apart frommutual responsiveness, for a shared cooperative actionhave
been identified, namely ‘commitment to the joint activity’ and ‘commitment tomu-
tual support’ (Bratman, 1992). The commitment to the joint activity is necessary,
to make sure that the activity is progressing towards a common goal, and that the
intention is to complete the common task (Bratman, 1992). Without this commit-
ment, one of the cooperating agents might abandon the shared activity as soon as
their personal goals are fulfilled. Commitment to mutual support is closely related
to this, and is a key distinction between cooperative and competitive actions. In
both cooperative and competitive situations, both agents have to commit to the
mutual task, but it is only in the cooperative situations that mutual support is nec-
essary.

Worth remembering is that the perceived properties are not necessarily the actual
properties, but in a situation where an agent has to rely on another agent, it is
only the perceived properties that are accessible to base the judgement on. When a
human is working with an artificial agent, it could simply be the case that the agent
is helping the human. If, however, the agent is designed to give the impression
of sharing the goals of the operator, the interaction might instead be seen as a
collaboration. Perceived properties have been shown to affect interaction between
humans and artificial agents, to a degree independently of the actual properties of
the agent (Thill, Hemeren, and Nilsson, 2014), and related to what was discussed
in section 4.4.

The details regarding how to interpret any instance of interaction can, however,
vary a lot depending on the context, even within the same domain. For example,
in the traffic domain, it is usually only relevant to consider cooperation with other
road users for short and specific events or situations, for instancewhen negotiating
an unsupervised crossing. It is of no importance for a road user that the other road
users end up where they want, so the most urgent common goal would be to not
collide. An example of a traffic situation where cooperation takes on a longer-term
relevance is when several traffic users are driving in a convoy, in which only one
of the participants knows the way (Cohen and Levesque, 1991). In this case, the
common goal is to make sure that everyone finds the way.

Traditionally, the interactions in the traffic domain has been between humans, al-
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beit mediated by the vehicles. With the increasing amount and degree of automa-
tion of the driving, interaction with artificial agents is increasingly likely. A factor
that is often highlighted as central for making such interactions possible is trust.
Trust is, however, is a termwith common colloquial meanings, and can technically
mean slightly different thins in different contexts. An example of a definition of-
ten useful in contexts relating to interaction with artificial agents is ‘the attitude
that an agent will help achieve an individual’s goals in a situation characterized by
uncertainty and vulnerability’ (Lee and See, 2004, p. 51). To increase the use of de-
signed artefacts, it may be tempting to turn to psychology or similar to find ways to
boost the trust of the potential users, but doing so might constitute a dark design
pattern. Being restrictive with what to trust is an important safety precaution, so it
is instead important to aim to earn and inspire appropriate trust. When designing
trustworthy artificial agent, the main focus should be on ‘worthy’ rather than on
‘trust’.

When considering trust in teammates, an important point has been highlighted re-
garding the difference between artificial and biological teammates; since the artifi-
cial agents lack autopoiesis and correspondingly lack any sense of self-preservation
and self-motivation, they are more difficult to trust to neither hurt themselves nor
hurt their teammates (Groom and Nass, 2007). The lack of aversion towards self-
destructive behaviour could put teammates in danger, which becomes a funda-
mental problem when forming mixed human-robot teams.

5.1.1 PHENOMENA EMERGING FROM INTERACTIONS

There are also phenomena emerging from the dynamics or expectations of the in-
teractions. The framing of intended types of interactions with the machine de-
signed into the artificial agents can shape expectations, and in turn give rise to var-
ious psychological effects. For example, the ‘protégé effect’, originally identified in
organisational psychology (Horgan and Simeon, 1990), and later adopted for the
educational domain (Chase et al., 2009) has been found to have large impact on
some interactions between agents. It refers to effects that can arise when one agent
serves as (or is perceived as) a kind of ‘protégé’ for another agent (whowill be a kind
of mentor). The protégé effect can blur some of the lines between the agents when
attributes are ascribed, which, in turn, can affect things like theory of intelligence
and ability to learn. Theory of intelligence is a perceived ability to affect own abili-
ties (intelligence), and seems, to some extent, be a self-fulfilling prophecy; assum-
ing that one’s intelligence is fixedwill prevent some learning, while the assumption
that intelligence is improvable facilitates learning (see Dweck and Leggett, 1988;
Yeager and Dweck, 2012).

The idea that the view of a subordinate as a protégéwill change the behaviour of the
mentor is something that has been adopted and developed in studies of teachable
agents (Chase et al., 2009; Gulz, Silvervarg, and Haake, 2011). In these studies,
children were using computer-based learning environments in which virtual and
teachable characters had been implemented. The development of the teachable
agents’ understanding of the subject taught in the environment depended on the
interaction with the child. The children that took part in the study were either
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told that they were learning for themselves, or that they were teaching their agent.
It was found that children who knew about their roles as teachers would spend
more time on learning activities, and as a result actually learned more (Chase et
al., 2009). This improvement was especially clear among lower achieving chil-
dren. In the condition where the children knew about their roles as teachers, the
children were also more prone to acknowledge errors, and to evaluate the under-
lying reasons for them. Increased motivation from the responsibility, increased
possibilities for revision, as well as a buffer for psychological ramifications of fail-
ure have been proposed as potential explanations. The buffer for psychological
ramifications is also called ego-protective buffer (Chase et al., 2009), and it is pos-
sible due to the shared responsibility between the mentor and the protégé. The
protégé can absorb much of the blame when a mistake is made, and the mentor
can thus avoid forming negative beliefs about themselves.

The protégé effect can therefore be seen as an example of how the cooperative set-
ting, and relationship of the interacting agents, can have a large impact, not only
on the task itself, but in framing the situation in a way that can even facilitate de-
velopment in the participating individual’s abilities. The subjective interpretation
of the environment andmilieu can therefore affect the interaction in the short run,
and the individuals themselves in the long run.

5.1.2 DEVELOPING INTERACTIONS

As discussed earlier, methods such as relying on anthropomorphism and other
metaphors can be used to make robots more understandable or intuitive to in-
teract with. However, part of the value of the metaphors lies in the facilitation of
transferring understanding of one domain (the source domain, e.g. social interac-
tion with humans) to another domain (the target domain, e.g. social interaction
with robots). Continued interaction with actual robots could therefore lead to a
reduced need for the metaphor, due to the growing experience of interacting with
actual robots. Another possibility is that the metaphor becomes so deeply associ-
ated with robots, that it is difficult to frame them in other ways since all experience
with ‘actual robots’ is interaction with robots relying on anthropomorphism. This
could potentially leads to problems down the line, if users of robots start use inter-
action with robots as the source domain for ametaphor to support interaction with
humans, which could constitute a way for norms regarding how to treat robots to
feed back and shape norms regarding how to treat humans. I will return more to
this discussion in chapter 7.

This discussion is to some extent overlapping with that of deception. In that con-
text, there is typically a discrepancy between some ‘true’ state and some appear-
ance, albeit the discrepancy may or may not be intentional. When interactions
continue over time, it will be possible to learn and adapt, to close some of the dis-
crepancies (e.g. Robinette, Howard, and Wagner, 2017; Ekman, Johansson, and
Sochor, 2018). The discussions around the novelty effect is often framed with the
(at least implicit) idea that there is some typical behaviour, or true, state to find.
However, learning the nature of the other agent can be a case of chasing moving
goal posts, since they might also develop and change. It is thus important to re-
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member that theway an agent is perceived needs to continuously be adjusted based
on the actions and experiences of the agents in the interaction. The way expecta-
tions develop with experience has been studied in social psychology (e.g. Olson,
Roese, and Zanna, 1996), and models like that have also been adapted for HRI
contexts (Rosén, Lindblom, and Billing, 2022).

5.1.3 DIFFERENT UMWELTEN IN COOPERATIVE SCENARIOS

It is worth revisiting the issue of cooperating humans and artificial agents, but this
time from the perspective of the artificial agent. From Umweltlehre, it is under-
stood thatmembers of the same species will already have slightly different Umwel-
ten (both in terms of type 1 and type 2 Umwelt). Agents that are somehow very dif-
ferent from each other will have even less of a common worldview to rely on. Von
Uxküll used the interactions between a guide dog for a blind person to highlight
some potential difficulties in inter-species interaction.

The difficulty of training a dog lies in introducing into the dog’s Umwelt specific per-
ceptual cues which serve the blind man’s interests, not the dog’s. Thus the route
along which the dog leads the blind man must be plotted along a curve around ob-
stacles against which the man might stumble. It is especially hard to teach a dog the
meaning of a mailbox or an open window—to give it perceptual cues for things which
it would normally pass by unheeded. The edge of the curb, over which the blind man
might stumble, is equally hard to introduce into the dog’s world, since under ordi-
nary circumstances a freely running dog scarcely notice it. (von Uexküll, 1934/1957,
p. 51)

This kind of interaction has an added layer of difficulty compared to the example
from section 5.1.3 where a human guide perceived theworld in a different way than
a guided human, since it is less trivial in the inter-species case to accurately gauge
the abilities, desires, and needs of the guided human. Examining these situations
using Umweltlehere enables access to tools for analysis of helping and cooperation
between different kinds of agents, based on function (as in, ability of the respective
agents). In this particular example, it is, however, instrumental helping that is
discussed, rather than cooperation. The dog is supporting the human, but these
activities are not of mutual importance or relevance. There are some similarities
between this kind of instrumental helping and perceiving agents in terms of their
function, but in this case, there is still an underlying relationship that is necessary
for the assistance to be possible. That said, it is possible to imagine instances of
inter-species cooperation, where both a human and a dog work together towards
a common goal.

As an example of how this contemplation of the training of guide dogs can be trans-
lated into interactions with artificial agents of present-day relevance, the traffic
domain including self-driving vehicles can be considered (Lagerstedt and Thill,
2023a). It would be unnecessarily blunt to design vehicles to classify the environ-
ment in a way that replicates how humans do it, since the sensorimotor systems
involved are entirely different. A speed bump should thus have different ‘meaning’
for a car than it does for a human. In a traditional car, the functional tone of the
speed bump will change for the human over time, as they learn to interact with the
world through the car. In Heideggerian terms, the car becomes ready-to-hand for
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the human. For a (hypothetically advanced) self-driving car, the situation will be
more akin to the example of the guide dog, as the car will not only have its own
Umwelt, but must also consider the needs of the human passenger, for example,
to ensure a comfortable ride by limiting the intensity of accelerations or decelera-
tions, reducing the speed, or adjusting the proximity to features in the environment
(see Gibson and Crooks, 1938), not the least because people tend to prefer more
defensive driving styles in self-driving cars compared to when driving themselves
(Basu et al., 2017). Such a vehicle could also be expected to identify places of inter-
est for the human. Where a guide dog takes into account mailboxes and the open
windows, a car might look for footpaths or doorways close to parking lots. I will
extend this discussion in chapter 9.

5.2 CLASSIFICATIONS
The academic field of human-robot interaction is thoroughly inter- and multi dis-
ciplinary, relying on fields such as computer science, engineering, psychology, an-
thropology, sociology, history, economy, law, andphilosophy (Lagerstedt andThill,
2020; Lagerstedt and Thill, 2023b; Winkle et al., 2023a). That said, there are
many reasons (in terms of e.g. contexts, phenomena, and domains) to study HRI
as a discipline in itself. To be able to navigate the field, and its corresponding
literature, it can be helpful with supporting structures such as classifications and
taxonomies, complementing the taxonomies of different kinds of agents from the
section 4.3. Given the diversity of stakeholders, agendas, methods, domains, con-
texts, et cetera, it is not possible to create one classification or taxonomy that will
encompass all, and always be useful. It is, again, necessary to maintain a plural-
istic approach (Mitchell, 2009; Lagerstedt and Thill, 2023b), and when creating
classifications, it is not sufficient to naively look for differences and similarities. It
is instead crucial to determine what factor of discrimination is relevant in the spe-
cific case, that is, with respect to what is there a difference or similarity. For some
purposes it might relevant to make a taxonomy fundamentally based on details re-
garding the agents’ mobility, whereas other taxonomies might be agnostic to that
aspect, or simply have broad categories, such as either stationary ormobile. Below
are some relevant taxonomies and systems of classification of relevance to HRI.

5.2.1 TAXONOMY IN BIOLOGY

Before the creation of artificial agents, agents already existed in the form of ani-
mals. Classifying these agents is not a simple task, but it is something where the
field of biology has a lot of experience. Starting by considering taxonomies in bi-
ology might therefore provide some insights that could transfer over to classifica-
tions of artificial agents.

Classifying nature is an exercise with a long history (Gibson, 2015). A famous early
example is Aristotle’s systembased on his ‘scala naturea’, the idea that living things
can be be organised along a continuum, more or less close to some ideal form (al-
though there area different oppinions on Aristotle’s view on the nature of the con-
tinuum, Granger, 1985). Things likeminerals can be found far away from this ideal
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form, since they grow, but do not live. Closer to the ideal are plants, that grow and
live, but cannot sense or move. Animals fulfil all those criteria, and are therefore
even further along. The categories are not necessarily distinct, and instances of the
respective categories are also internally organised (Gibson, 2015). The distinct cat-
egories became more important when the Aristotelian theories were attempted to
be consolidated with Christian doctrine, which emphasised a distinction between
humans and beasts, by arguing that the prior have souls in contrast to the latter
(Augustine, 397/2009, ch. 22, book I).

One of the early modern and major taxonomies in biology was the Systema Nat-
urae by Linnaeus (1735), which aimed to classify and name all organisms in a hi-
erarchical and systematical fashion (Gordh and Beardsley, 1999). Several editions
were made, to include more species, and it is the 10th edition, from 1758, that
is commonly seen as the starting point for the nomenclature. With the growing
material, problems regarding inconsistencies and duplication started to emerge.
This problem was identified and addressed in the 19th century, resulting in the
establishment of the International Code of Zoological Nomenclature which are
the guidelines for forming and validating zoological names and taxa. There are,
however, issues with the taxonomy due to problems with defining species (see e.g.
Dobzhansky, 1935; Mayr, 1965; Wheeler and Meier, 2000), which is the small-
est unit in the taxonomy. Based on what perspective on species is used (such as
morphology, behaviour, and genetics), the taxonomy will look different. Linneaus
relied, for instance, on morphology when classifying plants based on the typical
number of stamens and pistils of flowers (Linnaeus, 1735), whereas Darwin em-
phasised heredity and relied on the ‘tree of life’ metaphor (Mindell, 2013). The
different nuances of the taxonomies are of varied relevance depending on what it
is intended to be used for. Behaviour can, for instance, be a quite useful marker in
zoology, in particular when the purpose of classification is derived from a need of
pest control (Gordh and Beardsley, 1999), but such basis for classification will be
less useful if the interest is in the culinary aspects of mycology. The classifications
should therefore not be seen as some objective structure that provide absolute and
ultimate demarcations. Each taxonomy is only complete with the context of its
intended purpose; with respect to what are the categorised items discriminated?

5.2.2 LEVELS OF AUTOMATION

A factor that might not often be particularly relevant in biology, but can be quite
important when dealing with artificial agents and other machines, is to what ex-
tent (or in what way) it is automated. Several ways to classify levels of automation
have been proposed, such as that of Sheridan and Verplank (1978) for underwater
vehicles, or the standards of the On-Road Automated Driving (ORAD) committee
(2016) for self-driving road vehicles. Although applied in specific domains, there
are general trends which are generalisable. There tend to be a gradient from the
human being in complete control to the vehicle being in complete control, with
various intermediate steps. For instance, On-Road Automated Driving (ORAD)
committee (2016) defined six levels of driving automation for vehicles. At level
zero the human is in complete control and uses the vehicle entirely as a tool. At
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the first level one the vehicle provides decision support systems, but at levels two
and three the efforts can be seen more as collaborative, where both human and
car have central roles. In vehicles with an automation level of four, the human is
providing instrumental helping for the vehicle, while at the fifth and final level the
vehicle will manage on its own, and the human is at this level simply a kind of cargo
to be transported. Sheridan and Verplank (1978) uses ten classes, and emphasises
not only what the agent can do, but also how much interaction—such as feedback
to, or instructions from, the human—is necessary.

This kind of automation is sometimes referred to as autonomy (Stensson and Jans-
son, 2014; Lagerstedt and Thill, 2023b). Although the artificial agents are often
designed to fall, and remain, within one of the levels of these taxonomies, there
are also examples of robots designed to have sliding autonomy, where the user can
increase or reduce the autonomy of the robot while it is running (Dias et al., 2008).
There are, however, several other approaches to adjustable autonomy, where the
robot might adjust its level of autonomy based on things like how it perceives the
situation or its collaborators (Mostafa, Ahmad, and Mustapha, 2019).

5.2.3 APPROACHES TO HRI

Another dimension of relevance when making taxonomies for HRI is at a meta-
level, that is, taxonomies for ways to approach or studyHRI. This has, for instance,
been done by mapping HRI research to a conceptual space of purposes of the re-
search, which is defined by the three prototypes ‘robot-centred view’, ‘human-
centred view’, and ‘robot-cognition centred view’ (Dautenhahn, 2007). In the robot-
centred view, the robot is not only the focus of the study, but also considered a crea-
turewith (metaphorical or actual) needs and desires for surviving in theworld. The
human-centred view is instead considering the needs and desires of the humans,
with the purpose to understand how robots can be part of fulfilling those needs and
desires. When it comes to the robot cognition-centred view, the point is instead to
try to understand cognition through artificial means.

The three views are not mutually exclusive, and they can be combined or empha-
sised in various ways. However, Dautenhahn (2007) argues that a problem within
HRI research is that results, techniques, and functionalities are combined even
though they are not always compatible, resulting in systems that are patchworks of
solutions rather than a working whole. Relying on a conceptual space like this can
help elucidate the intentions and relations of the research, facilitating better un-
derstanding and communication through the theoretical structure. Dautenhahn
(2007) makes this point partly by listing and mapping different views of social
robots onto the conceptual space as examples of how these views are related to the
respective HRI research approaches.

A slightly different way of structuring the field would be to try to understand the
robots themselves as the artefacts to be deployed, alternatively, the robots can
be used as a kind of mirror or research tool to understand humans better. In
other words, when studying HRI, are the robots involved as the means or as the
ends? There are similarities to the conceptual space of Dautenhahn (2007), but
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this means/end-dimension would potentially be a perpendicular addition to the
conceptual space of Dautenhahn (2007). For the robot-centred view, the purpose
of studyingHRImight be to create autonomous robots for deployment in theworld
(e.g. Nanavati et al., 2022), or it could be to use robots as a tool when exploring
concepts such as autonomy and existence in the world (e.g. Stubbs, Hinds, and
Wettergreen, 2007). Studying HRI using the human-centred view, could be an at-
tempt to create effective interactions that fulfil hedonic requirements (e.g. Block
et al., 2021), or it could be to learn about formation and dynamics of identities
(e.g. Torre et al., 2023). For the robot cognition-centred view, the purpose could
be to build thinking machines, or constituting a synthetic approach to cognitive
science, as proposed by Brooks (1986) and Pfeifer and Bongard (2006). This does,
however, not need to be limited to individual agents, but could also be extended to
serve as tools to better understand organisational or societal phenomena.

5.2.4 SUBDIVISIONS OF HRI

Anotherway of classifying a research field is to inductively look for patterns in pub-
lished research articles from the field. Such work can be quite laborious, but com-
putational techniques for probabilistic topic modelling (Blei, 2012) can be used to
assist in the work of extracting and preparing the necessary data. For example,
similar to how Offenwanger et al. (2021) subdivided the field of human-computer
interaction (based on 7,456 papers from leading conferences in the field) into 25
categories, 15 categories have been identified for HRI based on the 684 full papers
of the ACM/IEEE HRI conferences of 2006–2021 (Winkle et al., 2023a). In both
those cases, theMALLET library (Graham,Weingart, andMilligan, 2012)was used
for the topic modelling.

When using the topic modelling on the data sets, the texts are clustered bases on
their content, and coherence (e.g. Newman et al., 2010) and perplexity (e.g. Kilgar-
riff and Rose, 1998) measures can be used to determine how distinct the different
classes are. How to cluster data most appropriately is, however, far from trivial,
and constitutes an important and active field of data science (Xu and Tian, 2015).
Manydata sets do, for instance, contain data of a fractal like nature in the sense that
categories are hierarchical and decisions regarding where to draw the line between
similar and not similar can be somewhat arbitrary. In the case of the HRI papers,
the quantitative measures indicated that the range of 8–20 topics were appropri-
ate (Winkle et al., 2023a). A final list of 15 topics was determined by manually
analysing the 13 models producing 8–20 topics. The 15 topics were then indepen-
dently labelled by three different people with experience of HRI, and the labelling
was compared to end up with the final list of categories.

The categories were not exclusive, so papers had often several labels. The number
of papers within each of these categories ranged from 55–241, with two exception;
the categories labelled ‘Data, Systems’ (409 papers) and ‘User Study’ (567 papers)
stood out and were considered broad, generic topics. Examples of other categories
were ‘Proxemics’, ‘Gaze and Attention’, and ‘Children and Education’, reflecting
that the topic modelling not only discriminated on methodology, but also aspect
such as the studied phenomena and the user groups of interest.
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5.2.5 VIEWS ON ROBOTS

The interaction with an agent will be shaped by, as well as developed with, the view
the perceiver has of them; something that is closely related to the dynamics of as-
cription of various properties. Such perception, or assumptions, could therefore be
used as a base for a taxonomy inHRI. This idea allowed Breazeal (2004) to identify
four distinct views of relevance to HRI, namely ‘robots as tools’, ‘robots as cyborg
extensions’, ‘robots as avatars’, and ‘robots as sociable partners’. When robots are
seen as tools, they are used by the human to perform specific tasks. In the case of
robots as cyborg extensions, the robots are not only physically attached to the hu-
man, but also considered an integral part of the body by the human. Robots can be
used as avatars, lending their bodies to humans, thus facilitating a physical pres-
ence for a human who can be communicating from far away. The final category
contains robots that act as ‘socially responsive creatures that cooperates with us as
partners’ (Breazeal, 2004)

A similar but simplified classification was used by Thill and Ziemke (2015), who
used ‘purpose specificity’ and ‘interactiveness’ as characteristics of agents to clas-
sify human-agent interaction. These characteristics are considered separate vari-
ables, and can thus form the basis for a two dimensional surface onto which dif-
ferent agents can be mapped, and corresponds somewhat to ‘robots as tools’ and
‘robots as sociable partners’ respectively in the taxonomyofBreazeal (2004). Fram-
ing the two variables as the defining features of a conceptual spaceThill andZiemke
(2015) highlight the potential tension between different roles of a robot, but the
distinction is also helpful in terms of identifying what literature is most appro-
priate when understanding the different machines. For instance, high purpose
specificity is typical for tools, and is central to the extended mind view of cogni-
tion. High interactiveness is typical for social partners, for which social cognition
is more relevant as a theoretical base. A fundamental principle for such studies of
collaborative situations is that the interaction itself is relevant to study to a larger
extent, and not only the involved agents in isolation.

Albeit treated as two variables, the two characteristics are not exclusive (Thill and
Ziemke, 2015), so it could be possible for an agent to have both high purpose speci-
ficity andhigh interactiveness. Vehicles at the intermediate level of automation can
serve as examples of such agents, since they are clearly used as a tool to quickly go
from one place to another, while it, at the same time, might be easier to under-
stand and interact with the vehicle when relying onmetaphors that allow for social
interaction.

5.2.6 RESPONSIBILITY AND DEPENDENCE

Lagerstedt, Riveiro, and Thill (2017) propose a classification based on how differ-
ent kinds of machines are relevant for different kinds of interactions, in particular
with respect to where the responsibility for the interaction lies (see figure 5.1). This
is partly framed in terms of situation awareness, which is defined as ‘the perception
of the elements in the environment within a volume of time and space, the com-
prehension of their meaning, and the projection of their status in the near future’
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Figure 5.1: A visualisation of the landscape of types of human-agent interactions, defined by locus
of team situation awareness responsibility and autonomy of the artificial agent (from Lagerstedt,
Riveiro, and Thill, 2017). The general expected location for some features are marked in the figure,
namely the who is helping whom or if collaboration, ‘we’-feeling, or the protégé-effect is reasonable
to expect. Also what kind of interaction is appropriate for some specific kinds of agents (namely
intelligent personal assistants, service robots, decision support systems, robot companions, and au-
tonomous vehicles) are marked.

(Endsley, 1988, p. 792). Since the classification of Lagerstedt, Riveiro, and Thill
(2017) is concerned with different kinds of (potentially collaborative) interactions
between two agents, it is in particular the team situation awareness that is rele-
vant, which is defined as ‘the degree to which every team member possesses the
situation awareness required for his or her responsibilities’ (Endsley, 1995, p. 39),
highlighting the relevance of division of responsibilities among collaborators. In
situations where one agent provides instrumental helping for another agent, the
helping agent is responsive to intentions of the helped agent. It is, however, the
responsibility of the helped agent that the cooperating agents have the necessary
situation awareness. The helping agent has no relevant goals apart from helping
the other agent, so it is unreasonable to expect the helper to have the insight needed
to, on their own, figure outwhat to be aware of. In collaboration, on the other hand,
the responsibility ismutualwhichmeans that the locus of responsibility formaking
sure that each agent has the necessary awareness falls on the system as a whole.

Thedivision of responsibility is also related to the levels of automation of the agent—
although the term autonomy is used in that paper—as the demands on the respon-
sible agent requires higher levels of automation (Lagerstedt, Riveiro, and Thill,
2017). Apart frommapping out how different kinds of agents would relate to these
dimensions, the landscape can also be used for relating different other categori-
sations to each other (see figure 5.2). It is, for example, possible to visualise how,
and where, aspects of the taxonomies of Dautenhahn (2007) and Thill and Ziemke
(2015) are relevant, both on their own, and in terms of overlap between the cate-
gorisations.

In another classification based on the kinds of interactions intended between a hu-
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Figure 5.2: A visualisation of the landscape of types of human-agent interactions, defined by locus
of team situation awareness responsibility and autonomy of the artificial agent (from Lagerstedt,
Riveiro, and Thill, 2017). Apart from regions where instrumental helping and collaboration are rea-
sonable to expect, the types of interaction relevant for the classes defined by Dautenhahn (2007) and
Thill and Ziemke (2015) are highlighted.

man and an artificial agent—intended specifically for themanufacturing domain—
is that of Kolbeinsson, Lagerstedt, and Lindblom (2018), focusing on problema-
tising the linear scale often used for levels of automation. In many such scales,
different kinds of cooperation are found along a gradient between two extremes;
on the one end, a human is in complete control and simply use a tool, whereas on
the other end, the artificial agent is in complete control and the human is there to
potentially provide support (e.g. On-Road AutomatedDriving (ORAD) committee,
2016). As an alternative, the scale should be folded so that one extreme instead is
the human and themachine working in separation, and the other extreme is a situ-
ation with complete collaboration Kolbeinsson, Lagerstedt, and Lindblom (2018)
andKolbeinsson, Lagerstedt, and Lindblom (2019). The cases in betweenwill then
constitute different kinds of cooperation. Issues related to having various kinds of
cooperation between humans and machines, and potentially dynamically switch-
ing between them, have attracted an increasing amount of attention in manufac-
turing, in particular due to the predicted upcoming industry 4.0 (see e.g.Hermann,
Pentek, and Otto, 2016), so being able to structure the various kinds of cooperative
situations is of increasing relevance.

CHAPTER SUMMARY
This has been the first of the three chapters in this part, focusing on Human-Agent
Interaction. This chapter picked up some of the aspects touched upon in the last
chapter, namely those related to interaction (thus starting with the last term of
‘Human-Agent Interaction’). The initial sections introduced and discussed inter-
action in different ways, including some phenomena that might emerge in situ-
ations where an agent meets another agent, and potentially interact. A specific
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aspect of interaction that was highlighted was its dynamical nature. Interactions
and relations develop over time, so different phenomena related to interaction can
be relevant at different time scales.

After the more general introduction and discussion of interaction, a number of
ways to classify interactions, interacting agents, and ways to study interaction with
agentswere introduced. I have been involved in creating some of the classifications
(e.g. the subdivisions of HRI discussed in Winkle et al. (2023a) and the classifi-
cations of cooperation discussed in Lagerstedt, Riveiro, and Thill (2017) and Kol-
beinsson, Lagerstedt, andLindblom (2019)), but although the example taxonomies
are useful and interesting in themselves, the most important message to take away
from this part is that the classifications are, like any model, created for a specific
purpose. Removing the context from the taxonomy does not make the classifica-
tion more general, if anything it becomes less valid.

104



CHAPTER 6

LEARNING FROM SIMILAR FIELDS

Oneway to approach understanding ofHRI is by looking at comparable fields. This
is something I have proposed in a conference paper (Lagerstedt and Thill, 2020),
and most of this chapter can be considered an extended version of that paper. A
potential benefit of such comparisons is that it may lead to insights regarding how
HRI could be, and to what extent such a state would be desirable or not (Lagerst-
edt and Thill, 2020). Such comparisons can also provide benchmarks or baselines
to evaluate HRI results against. Since much HRI is on the subject of humans in-
teracting with agents that can be labelled ‘robots’, it makes sense to consider and
compare with fields studying human interaction with other agents. Some common
examples of such other agents are other humans (for instance studied in social
psychology, sometimes called Human-Human Interaction, HHI), non-human an-
imals (like in the field Human-Animal Interaction, HAI) and computers and other
machines (like in Human-Computer Interaction, HCI, or Human-Machine Inter-
action, HMI).

Given a set of appropriate fields to compare with, there are several ways to use the
other fields or agents. One such way is to use it as a target to aim for, as a gold
standard, in terms of attempting to functionally recreate an agent or interaction. I
call this to use the ‘agent as a target’, and it can, for instance, consist of attempts
to recreate morphological features of humans in robots (e.g. Moosaei et al., 2017;
Han and Yanco, 2019). An alternative to using the other agent as a target is to
simply use the performance in the other field as a baseline to evaluate against.
This would be to use the ‘agent as a benchmark’. For example, Fraune et al. (2019)
compared how humans behaved and felt when interacting with robots individually
and in groups, and benchmarked those result against corresponding interactions
with humans. In a way, the ‘agent as a target’ formulation can be seen as forward
directed (or formative), as it provides goals and facilitates feedback and continuous
adjustments to a larger extent, whereas the ‘agent as a benchmark’ cases has more
of a reflective or summative nature.

A different way of utilising the other fields is at a more abstract level; understand-

105



CHAPTER 6 LEARNING FROM SIMILAR FIELDS

ing how human interaction with, for instance, non-human animals is studied can
inspire new ways to study human interaction with robots (Lagerstedt and Thill,
2020). It might also be possible to predict some methodological pitfalls that have
already been discovered in the neighbouring fields. It is for that reason important
to also understand the maturity of the different fields. HCI has, for instance, ex-
isted decades longer than HRI, and is, in addition, a larger field. However, given
the multi- and interdisciplinary nature of both those fields, it is also important
to understand the dynamics of those other disciplines. In particular before HRI-
specific conventions or traditions have emerged.

Looking more specifically at those fields (HHI, HCI, and HAI), it becomes clear
that they have different roles and potentials for HRI. Different kinds of robots,
different purposes of the robots, and different contexts for the robots are all ex-
amples of factors that change which and how other fields are relevant as targets or
as benchmarks. Identifying appropriate benchmarks is the foundation for an in-
formed discussion and evaluation of the validity of a study. This has consequences
both in terms of scientific methodology, but also in more applied terms to gauge
how andwhen scientific results can be used. However, the diversity in robots stud-
ied in HRI makes it difficult to identify benchmarks for evaluation, that could be
equally applicable and appropriate for all cases. It is therefore important to instead
have a pluralistic approach where benchmarks are selected appropriately based
on the specific factors of each case (Mitchell, 2009; Lagerstedt and Thill, 2023b).
Since the evaluation method and benchmark will determine what conclusions can
bemade, it is important to understand the context of each case to facilitate fair and
meaningful evaluations.

To get a better understanding of what agents are typically used as benchmarks
within HRI, and how related fields are used in HRI, a brief survey of the full pa-
pers of three years of the ACM/IEEE International Conference on Human-Robot
Interaction (ACM/IEEE HRI) was performed with respect to that.

6.1 SURVEYING HRI WITH RESPECT TO OTHER
FIELDS AND AGENTS

The main purpose of the survey was to identify, and to some extent quantify, what
type of agents recent papers in HRI use as benchmarks (and to some extent as tar-
gets). The survey was based on all the 153 full papers (including the alt.HRI track)
from the three ACM/IEEE HRI conferences 2017–2019 (see table 6.1). Although
there are several other prominent conferences where HRI research is presented
and discussed, such as the IEEE International Conference on Robot & Human
Interactive Communication (IEEE RO-MAN), the ACM/IEEE HRI is a premium
venue in the field and a survey of its publications should be sufficient representa-
tion of the field to see some of the more prominent trends, and get a reasonable
overview of current practices in the HRI community. Each paper was analysed
based on a general scan of the text and a closer reading of the abstract, introduc-
tion, conclusions, and sections on related work. In addition, specific keywords
such as ‘human’, ‘computer’, ‘animal’, and ‘pet’ were sought and the context of
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Table 6.1: The conferences used for the survey of the current practices in HRI, and the number of full
length papers at each conference.

Year Location Papers

2017 Vienna, Austria 51
2018 Chicago, USA 49
2019 Daegu, South Korea 53

their usage more closely analysed. Apart from identifying overall themes and top-
ics, such as ‘methodological issues’ and ‘language comprehension’, the role or pur-
pose of the robot was noted for each paper, with particular attention to whether or
not humans could be seen as targets to aim the design for. The content of each pa-
per was also evaluated in terms of whether it focused on the human (e.g. Guneysu
Ozgur et al., 2018; Welfare et al., 2019), the robot (e.g. Sefidgar, Agarwal, and Cak-
mak, 2017; Roesler et al., 2019), or the interaction (e.g. Strohkorb Sebo et al., 2018;
Han and Yanco, 2019). This is similar to the distinction between robot-centred
HRI, human-centred HRI, and robot cognition-centred HRI described by Dauten-
hahn (2007), and just as with her categories, these are not mutually exclusive.

For each paper, it was determined if it contained explicit, implicit, or no compar-
ison to humans, computers, and animals respectively. Since it is possible for a
paper to contain comparisons to several agents, it is also possible that a paper can
fall within several categories. If a paper contains both explicit and implicit compar-
isons to an agent type, it still only counts towards that category once. For example,
Björnfot and Kaptelinin (2017) explore the role of hand gestures in HHI, and how
they can be mediated by a robot while ‘exploring the design space [...] of robot
arms from an HCI perspective’. This paper is thus explicitly related to both HHI
and HCI.

In general for this survey, whenever a case is on the fence between including or
not including it in a category, the assessment tends to be in favour of including it.
This is in an attempt to provide a ceiling value given the benefit of doubt. Due to
the diversity of topics and source domains in the conferences, some papers lend
themselves better to this kind of classification, and there are large grey areas with
room for interpretation. The distinction between explicit and implicit comparisons
are particularly difficult to make at times, with little added insights. For this rea-
son the explicit and implicit categories are typically merged and analysed as one
category, in contrast to the ‘no comparison’ category. All these methodological de-
cisions might make the analysis seem overly course, but given that patterns were
persisted despite these restrictions, it lends some strength to the conclusions.

Noting that HAI receives less attention, a closer examination of the commonali-
ties and differences between HRI and HAI was performed. The lack of attention
towards HAI within HRI can either be caused by a lack of relevant overlap be-
tween the fields or a reduced awareness of the existence of such an overlap. To
better understand this, notes were made during the data analysis phase specifi-
cally to facilitate a comparison with HAI. In particular to identify categories used
to classify research within that discipline (see e.g. Hosey and Melfi, 2014). These
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Target Benchmark

15
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66
(43%)

55
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Figure 6.1: Of the 153 examined papers, 136 papers either used humans as targets (15 papers), as
benchmarks (66 papers), or both (55 papers).

categories—Companion animals, Agricultural animals, Laboratory animals, Zoo
animals, Animals in the wild, and General papers—and their relation to HRI are
discussed further below.

6.1.1 RESULTS OF THE SURVEY

Regarding the distinction between using humans as targets—where human ap-
pearance or behaviour is attempted to be recreated—or as benchmarks—where hu-
man appearance or behaviour is used as a benchmark against which robot perfor-
mance can be evaluated—the latter greatly outnumbers the prior, with 79% of the
papers using humans as benchmarks compared to the 46% that use humans as tar-
gets (see figure 6.1). There is a large overlap between the two categories, meaning
that an overwhelming majority of the ‘humans as target’-papers also use humans
to benchmark the performance of the robot. This is a highly valid strategy as the
evaluation is performed with respect to the target performance.

When it comes to the agents or disciplines thatHRI is benchmarked against, roughly
88% of the papers used humans, computers, or animals (see figure 6.2). These cat-
egories are not mutually exclusive, as 37% of the papers use multiple agent types
for comparison, however, there is an emphasis on humans. It is also clear that
animals are heavily underrepresented, as only 1% of the papers included compar-
isons to animals without also comparing with humans. This phenomenon is even
clearer when looking at the three ratios of papers using each respective agent type
at least once (see figure 6.3). Humans are, for instance, used for comparison in
79% of the papers, computers were used in 34% of the papers and animals in 17%
of the papers. Some papers did not have any comparison that would fit either of
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Human Computer
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32
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Figure 6.2: This Venn diagram shows what was used for benchmarking in the 153 examined papers.
The ratio (and in parenthesis, the absolute number) of papers that fall in each category is stated. For
example, in roughly 6% of the 153 papers (9 papers) comparisons to both humans, computers, and
animals were made, whereas in roughly 42% of the 153 papers (65 papers) comparisons were made
exclusively to humans. In roughly 12% (19 papers) comparison to neither humans, computers, nor
animals were made.
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Figure 6.3: Ratio (%) of papers using humans, animals and computers as benchmark when eval-
uating the robots. The categories are not exclusive (see e.g. figure 6.2). The bars labelled ‘Total’
correspond to the analysis of all the 153 papers, whereas the bars labelled with a year only contain
the papers of that year’s edition of the ACM/IEEE HRI conference. The top part of the bars corre-
spond to papers in which the comparisons are less explicit.

the three categories, and the reasons for that varies. For example, some papers
focus on methodological issues (e.g. Hayes and Shah, 2017) or on specific techni-
cal solutions (e.g. Walker, Hedayati, and Szafir, 2019), and the benchmarking was
therefore not applicable in this sense.

There are some variation in the ratios between the years, however, since the survey
consist of only three years (due to themain focus being identifying recent practices
when the survey was performed) it is not realistic to identify temporal trends. The
data is presented by the individual year in figure 6.3 for transparency, but the anal-
ysis is done using the aggregated data. Similarly, the data in figure 6.3 is split into
the explicit and implicit comparisons for transparency; however, the main take-
home message lies in the ballpark estimations of how the field chooses to evaluate
itself, that this pattern is not a curiosity from one year, and that it is stable with
various levels of strictness on the explicitness criteria.

6.1.2 HUMANS AS BENCHMARKS IN HRI

When looking a bit closer at the practices withinHRIwhen it comes to benchmark-
ing against interaction with other agents than robots, it makes sense to start by
comparing with humans. Humans are, after all, the most common agent to com-
pare against (see figure 6.3). A reason for why that might be the case is anthro-
pomorphism; ‘when a person relies on egocentric or anthropocentric knowledge
to guide reasoning about nonhuman agents [...] he or she is anthropomorphizing’
(Epley, Waytz, and Cacioppo, 2007, p. 880). The reason for, and value of, anthro-
pomorphism has long been debated in academic circles, empirical evidence have
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been found of the phenomena for as simple things as animated geometrical shapes
(Heider and Simmel, 1944). Robots are no exceptions in this regard (Phillips et al.,
2018).

The custom of using humans as a benchmark is more or less explicit in most of
the examined papers, and it is more or less central for the various cases. At the
examined ACM/IEEE HRI conferences, 79% of the full length papers fell into this
category, albeit to various degrees and for various reasons. An example of weaker
connection to humans in HRI studies is when benchmarking is implied by, for in-
stance, using human abilities as inspiration for solutions to implement into the
robots (such as human body language to help robots express (in)capability; Kwon,
Huang, and Dragan, 2018). In some of the papers with stronger connections to
HHI, the comparisons with humans are done explicit by using humans as a con-
trol condition in their experiments, or replicatingHHI-studies, but using robots in-
stead of humans (e.g. Chita-Tegmark, Lohani, and Scheutz, 2019). For the remain-
ing 21% that did not rely on any comparisons with humans, benchmarking against
humans was usually not applicable since the topics of those papers tended to be
on specific technical solutions, such as machine learning techniques (e.g. Tabrez,
Agrawal, andHayes, 2019), or onmethodological issues (e.g. Cheon and Su, 2018).

As mentioned before, it is not always appropriate, applicable, or desirable to com-
pare HRI with HHI. For example, when recreating movements of swarms (e.g.
McDonald et al., 2017) or extending methods developed for other kinds of tech-
nology (e.g. Cheon and Su, 2018) it is not clear how such comparison could be
meaningful. Trying to force comparisons to HHI in such situations might lead
to domain specific features being ignored, and minor trends or coincidences be-
ing overemphasised, to better fit what is seen in HHI. HHI has, in itself, similar
potential problems, since a narrow and biased pool of subjects (which has tradi-
tionally largely been used in behavioural sciences, see e.g. Henrich, Heine, and
Norenzayan, 2010) increases the risk of specific sub-group traits being overgen-
eralised. Even common ways of categorising humans and human experiences are
sometimes problematically done, especially when the categories provide a level of
abstraction that removes contextual information necessary to understand the hu-
man or their behaviour (Cikara, Martinez, and Lewis, 2022).

6.1.3 COMPUTERS AS BENCHMARKS IN HRI

An important reason for computers to be relevant as a benchmark for robots is
that they are both pieces of interactive technology. There are several ways in which
computers can serve as benchmarks, such as (1) comparing and adapting Human-
Computer Interaction for HRI, (2) using robots as specialised computers, and (3)
creating computer simulations as stand-ins for physical robots. Of these three, the
first example is most relevant in relation to providing benchmarks, but is only ap-
propriate in some cases. Situations and circumstances that are similar to those
in HCI studies, such as human behaviour with respect to and experiences of tele-
operation of robots, would be appropriate to benchmark against relevant HCI lit-
erature.
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Worth noting is that the field of HCI has also been relying HHI, both in terms of
inspiration or target, and as benchmarks. Similar to how HHI is used within HRI,
there are different ways and purposes for which HHI is used in HCI. There are,
for instance, several metaphors that have traditionally been used to explain com-
puters or to make interaction with computers more intuitive. One such metaphor
is to explicitly and purposefully anthropomorphise the computer, and to design
artefacts with humans or HHI as a goal or target (Eberts, 1994). However, due to
many technical limitations, this approach fell out of fashion. Instead of making
interactions more seamless, the metaphor inflated the expectations by insinuat-
ing that the computers had human level capabilities. Such expectations were not
possible to meet for the machines at the time (and current machines are arguably
still lacking such abilities), leading to unsatisfied users. Several known phenom-
ena from HHI have, however, been explored systematically for HCI with various
degree of success (see e.g. Reeves and Nass, 1996). In these experiments HHI has
been quite explicitly the benchmark used to evaluate various kinds of HCI, and it
has been done without the intention of making the technology human-like.

In the full papers of the examined conferences, almost 34% of the papers made
comparisons to HCI. Some common topics were tele-operation (Rea et al., 2017),
robots in education (Ramachandran, Huang, and Scassellati, 2017) and language
comprehension (Lucas et al., 2018). With tele-operation, humans are provided op-
portunities to extend their physical presence by remote controlling a robot through
a computer. The robot will serve as a physical avatar that can interact with objects
and agents for the human, who is controlling the robot from a computer. This
controlling human is thus interacting through a computer in a way which tends to
fall within what is typically studied in HCI. When including robots in education,
both robots and computers seem to fall under the same generic category of tech-
nology in the classroom, and since the computers are still finding their place in
pedagogy it is natural to ask what added benefits the robots have (Reich-Stiebert
and Eyssel, 2016). This question is particularly important since digital technol-
ogy is often introduced for reasons such as fear of lagging behind or keeping up
appearance rather than some pedagogic reason (Selwyn, 2016). When it comes to
language comprehension, a potential reason for the common comparisons is that
both in HRI and HCI the questions relate to having a machine picking up on ex-
plicit communication attempts. Much experience and many techniques exist for
this in HCI, so evaluating against that is often relevant and appropriate.

6.1.4 ANIMALS AS BENCHMARKS IN HRI

In case of HHI, a person is interacting with another human. Although there are
plenty of differences between individuals, there are also similarities and some com-
mon ground that comes from both being human. This is very different in the case
of HCI, where a human and a computer havemuch less in common. Although both
human and computer inhabit a physical space, much of what the computer’s soft-
ware interact with might not best be understood as some physical presence, and
interaction might happen with abstract or virtual agents. As just mentioned, in-
teractions with robots share traits with both HHI and HCI; robots are often made

112



CHAPTER 6 LEARNING FROM SIMILAR FIELDS

to simulate human features in one way or another, but they are also machines.

Another kind of agent that falls in a similar in-between space is non-human ani-
mals. Human- and non-human animals alike share the property of being physical,
autonomous (in the strong sense) agents acting and living in the real world. There
is, however, a sense of ‘otherness’ associated with non-human animals that give
them different roles in society and put different expectations on interactions with
them. It can also bemore difficult to gauge how other species than humans experi-
ence the world, and communicating abstractmessages can be particularly difficult.
A similar kind of ‘otherness’, despite the shared physical space in which to act and
move, is sometimes found in the relation between humans and robots.

An important difference between robots and animals is that animals have evolved
and developed in and with the world under the premise that survival is a prereq-
uisite of anything else. Robots, on the other hand, are designed and created by
humans to fulfil various tasks and purposes. Robots that perfectly fulfils the re-
quirements it has been designed for can still struggle to maintain itself or handle
unexpected events, if such things have not been taken into account in the design
process. This difference is tied to the concept of autonomy, which animals posses
in the strong sense, but current technology lack due to having externally motivated
behaviours (Ziemke and Sharkey, 2001; Stensson and Jansson, 2014). At the core
of the distinction between the agent types is the biological ability to self-construct
(see autopoiesis, von Uexküll, 1928b; Maturana and Varela, 1987).

The consequences of interacting with the world will therefore be different when
comparing animals with current robots, and the relevant dynamics of the differ-
ent agents will happen at different time scales. Such dynamics are closely related
to the historically embodiment discussed by Ziemke (2001). For example, the co-
evolution of an animal species and their environment will mean that an animal will
have a historical relationship with the world already at birth. At that point, the in-
dividual animal will develop based on the continuous andmutual perturbations of
the individual and the environment (see e.g. Vernon, 2014, p. 48). This phase is
called ontogenesis in biology, and tends to cover the history from conception to at
least maturity, but sometimes until the death of the animal. In addition, the ani-
mals can learn and adapt more actively, and if anything, it is this kind of learning
that current robots tend to use.

Although it might be tempting to take the idea of animal species as a taxonomy to
transfer to robots, it is not trivial to do so. There are several standardised models
of robots, such as United Robotics Group’s Nao or Furhat Robotics’ Furhat, but
these robots are largely blank templates to be adjusted for the specific needs of the
users. Even if the same model of robot is used in different studies, they can be
functionally very different based on the particular implementations. Phenomena
or behaviours seenwith one robotmight for that reason not be generalised to other
situations with that robotmodel. This is one of the double edged swords of the cus-
tomisability of robots built with such a reductionist perspective, that is, creating a
genetic body independent of the software that will determine its behaviours. This
is in contrast to the holistic integration of history, body, and environment of ani-
mals.
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In the examined papers, roughly 17%made some connection to animals, often im-
plicitly or in passing. In almost all of these cases, there were comparisons to hu-
mans as well. When animals are discussed, it is usually in terms of zoomorphic-
ness (e.g. De Graaf, Ben Allouch, and Van Dijk, 2017; Lee et al., 2017), that is,
designing robots to look like animals. This kind of design choice is often made
to make the robots look more familiar, or to adjust humans’ expectations on the
robots. It might, for instance, be the mechanical properties or associations with
the mimicked animal that inspire such expectations. The resulting adjustments
can highlight certain abilities of the machines (Song and Yamada, 2018), or gener-
ally lower the otherwise higher expectations that humans would have on human-
shaped robots (De Graaf, Ben Allouch, and Van Dijk, 2017).

Another way that animals are used in HRI is as targets to aim the robot design at.
Animals are sometimes used as inspiration in the sense that behaviours or abili-
ties seen in some animals are attempted to be recreated in robots to overcome some
problem (McDonald et al., 2017; Hu and Hoffman, 2019). In some occasions, the
robots were discussed as, or compared to, pets (e.g. Joshi and Šabanović, 2019).
It is thus appropriate to, similar to the other agent types, distinguish between ani-
mals as a benchmark or animals as a target. However, the occurrences were so few
in the examined papers that it is difficult to analyse this distinction further based
on that set of literature. Despite thatHAI is still comparably rare inHRI, it is worth
further examining HAI to see what lessons HRI can learn from this field.

6.2 BRIEF NOTES ON HUMAN-ANIMAL
INTERACTION

Since HAI has such potential, albeit underutilised, to benefit HRI, it is worth in-
troducing it a bit more thoroughly. The academic study of HAI had its inception
in the 1970s. Animals have of course been studied for much longer, but it is at this
time that the more social aspects of interaction between humans and non-human
animals where taken more serious in science (Hosey and Melfi, 2019). In natural
science, HAI tends to fall within the subject ‘anthrozoology’. In humanities HAI is,
together with Human-Animal Relationships and Human-Animal Bonds, the con-
stituents of the field Human-Animal Studies, defined as ‘an interdisciplinary field
that explores the spaces that animals occupy in human social and cultural worlds
and the interactions humans have with them’ (DeMello, 2012, p. 4). Importantly,
it is not the animals themselves that are central to the subject (which is the case
in for example ethology), but rather the intersection between animal lives and hu-
man societies. HAI exists interdisciplinarily in the interaction between fields such
as ethology, psychology, anthropology, sociology, history, ethnography, economy,
law, and philosophy, all of which are of relevance to HRI. For HAI, ‘it is legiti-
mate to ask whether there are any underlying commonalities or general principles
which can help us to explain and understand the processes and consequences in-
volved when animals and people regularly interact with each other’ (Hosey and
Melfi, 2019, p. 1), and by replacing the word ‘animals’ with ‘robots’ in that state-
ment, it suddenly applies to HRI instead. Worth noting is, however, that such
definition would not cover all HRI research, but would arguably refer to a subset
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ofHRI that is arguably understudied (such as long term interaction). Relyingmore
onHAImight therefore be a boost of particular relevance to aspects of HRI inmost
need of new methods and support.

6.2.1 HUMAN-ROBOT STUDIES AS A CORRESPONDING
TAXONOMY

Human-Animal studies consists of the three sub-fields Human-Animal Interac-
tion, Human-Animal Relationships, and Human-Animal Bonds. The distinction
between these sub-fields is not always clear, but in general there are both a tem-
poral and a qualitative dimension to the distinction (Hosey and Melfi, 2019). HAI
tends to focus on the individual interaction, which are often short, but may oc-
cur several times. Human-Animal Relationships is then a later stage, when sev-
eral instances of interaction have occurred, and where the agents have developed
a common history. Human-Animal Bonds correspond to when the agents have
developed some persistent mutual and emotional attachments.

A similar distinction could be useful to make within HRI, to disentangle issues
regarding novelty effect—the phenomenon of initial interactions and behaviour
around something new are significantly different from the everyday interactions
when it is familiar—or other aspects of HRI where the context and history of inter-
action is relevant. The purpose of studying long term interaction, often called for as
important future work Baxter et al., 2016, would vary between the sub-fields. Long
term studies in human-robot interaction in this context would include shorter, al-
beit regular, interactions, however, it is worth remembering that what interactions
could lead to relationships or even bonds is not only a matter of quantity, but also
of quality; it has to be a certain kind of interaction in the right context (Thill and
Ziemke, 2015; Hosey and Melfi, 2019).

Long term studies within Human-Robot Bonds would aim to understand interac-
tions with robots with which the individuals have developed close relationships
(e.g. De Graaf, Ben Allouch, and van Dijk, 2016; Ligthart, Neerincx, and Hindriks,
2019). Important to note, however, is that bonds in the context of humans and an-
imals are based on mutual emotional attachment two autonomous (in the strong
sense) agents. Since robots are not, and will potentially never be (Ziemke, 2008),
able to have emotions in that sense, they will have to rely on some kind decep-
tion. Such deception might be sufficient to get the effects of bonds, but would also
introduce new ethical problems that would need to be addressed urgently.

6.2.2 MOTIVATIONS TO STUDYING HAI AND HRI

At this point, the question regarding what the purpose of studying HAI is might be
pressing, and there are several answers. Three of those answers are (1) financial in-
centives, (2) the research can be motivated by a desire to minimise human-animal
conflict, or (3) several scientific fields rely on animals so understanding the more
social aspects of animals is necessary to ensure scientific rigour (Hosey and Melfi,
2019). Regarding the first point, the intersection between animal lives and human
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society leads to many industries with turn overs of hundreds of billion dollars. In-
dustries such as animal agriculture, wildlife tourism, laboratory animals, and pet
food are all dependant on understanding animals and their interactions with hu-
mans. The second point refers more to reduced amounts, and severity, of conflicts
between humans and animals by better understanding animals and their relations
to humans and human society. By better understand the requirements and be-
haviours of such relations makes it possible to, for instance, inform stakeholders
or make informed decisions regarding design of urban environments. The third
point, related to scientific rigour, does not refer to the practices with HAI itself but
rather emphasise how the results from HAI affects the scientific rigour of fields
study other things but rely on human-animal interaction. For instance, pharma-
cology, toxicology, and endocrinology all depend on evidence-based results from
animal studies, so to better understand confounding variables based on the treat-
ment of, and relation with, the laboratory animals it is necessary to have a good
understanding of HAI.

There are corresponding versions to these arguments for HRI. Regarding the first
point, the economic incentive, the number of annual installations of industry robots
keep increasing and is currently slightly more than 400,000 (IFR Statistical De-
partment, 2019a), whereas the sales of professional service robots are slightly be-
hind (IFR Statistical Department, 2019b). The growth rate of new installations
of industrial robots has stagnated somewhat the last years, partly explained by
the Covid-19 pandemic, but a rebound is expected (IFR Statistical Department,
2021a). When it comes to service robots for domestic/household tasks and for
entertainment, the sales for 2019 are more than 20 million and 4.5 million units
respectively (IFR Statistical Department, 2019b). Contrary to the situation of in-
dustrial robots, the Covid-19 pandemic seems to have created increased demand
for service robots (IFR Statistical Department, 2021b). With the change that fol-
lows from the introduction of so many professional robots, as well as the potential
of even more robots appearing in the future, it is understandable to see increased
tension and conflicts related to HRI. This relates to the second reason mentioned
above. The third point refers to how fields relying on interaction with robots is de-
pendent onHRI to provide insights that in turn can help develop rigorous and valid
methods. For instance, industrial robots are being designed and constructed to be
able to function in a social environmentwithinmanufacturing, so creating success-
ful industrial robots can be dependent on HRI. Given the parallels between HAI
and HRI in these three respects, it is at least somewhat surprising at first glance
that HAI appears to have relatively little input in HRI research.

6.2.3 SUBDIVISION OF HAI

It is possible to subdivide HAI further, for instance based on the circumstances
when the humans and animals come into contact. Hosey and Melfi (2014) have
identified five such categories; ‘companion animals’, ‘agricultural animals’, ‘labo-
ratory animals’, ‘zoo animal’, and ‘animals in the wild’. Most of the work in HAI
falls within these categories, however, a small number of papers do not. These
can, for example be theoretical papers, literature reviews, or some kind of general
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HAI research. There are also complications due to animals sometimes falling into
several of these categories based on context. The most common categories were
companion animals and agricultural animals.

Companion animals mainly consist of pets and other animals kept for the plea-
sure of the human, often with expectations of forming close relationships or even
bonds. These animals tend to live with their owners, and dogs and cats are com-
mon examples. There are, however, several complicating cases that might partly
fall within this category. Horses, for instance, are often placed in this category due
to qualitative similarities with other pets, mainly in terms of the relationships be-
tween human and animal. There are many reasons for keeping pets, and the most
obvious might be the social benefits from the bonds. Apart from that, there are
other reasons to keep pets, and some of these reasons will blur the lines between
companion animals and other kinds of animals. The previously mentioned exam-
ple of horses would, for instance, sometimes also fall in the category of agricultural
animals due to the labour horses can provide. Some other examples are exotic an-
imals that can be kept as ornaments or status symbols, and working animals such
as guide- or hunting dogs that fill purposes beyond only companionship (Hosey
and Melfi, 2019).

Agricultural animals (primarily farm animals) are common in the HAI literature
since humans depend on them for producing many resources, such as food and
materials, and cattle, fowls, and pigs are typical in this category. This category
also contains animals used for their labour, and tasks such as ploughing and trans-
porting are among those where animals havemademajor contributions. Although
much of the labour provided by animals can also be donewithmotorisedmachines,
there are still benefits of relying on animals in some circumstances (Malatinszky
and Ficsor, 2016; Topczewska, Rogowska, and Ormian, 2017).

When it comes to the less common categories, laboratory animals are animals kept
in captivity for the purpose of conducting experiments on, or have them partici-
pate in studies. HAI papers on this topic often discuss the environment in which
the animals live, a context and bigger picture that is often missing from the ex-
periments for which the animals are used. Zoo animals are kept in captivity and
are exposed to large numbers of humans. This fills several functions, that have
changed over time. Zoos were initially private collections of exotic animals and,
when they opened up to the public, the purpose was purely entertainment (Hosey
and Melfi, 2019). Modern zoos are more focused on informing the public about
nature, providing scientific understanding on animals, and participate in conser-
vation projects such as breeding animal species threatened by extinction. Finally,
the category of animals in the wild contains studies of situations where animals in
the wild, for various reasons, interact with humans. Some examples are conflicts
between humans and local wildlife, or between tourists and animals.

6.2.4 COMPARING SUB-FIELDS OF HAI AND HRI

After scrutinising more than 300 papers published between 1993 and 2012 within
the subject of HAI, Hosey and Melfi (2014) concluded that HAI studies tend to be
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conducted in isolated sub-fields or within particular traditions, such as the five cat-
egories introduced in the previous section. Among the potential reasons for this
isolation is the difference in terminology used in the different sub-fields and the
difference in theme of the studies. Since the terminology might influence how the
animal and their interactions are perceived (Boivin et al., 2003; Anthony, 2003),
and thus what methods are appropriate for studying them, it is important to be
careful and consistent when defining such conventions for the field. HRI has sim-
ilar issues of isolated sub-fields, due to the fundamentally interdisciplinary nature
of the field, with necessary components ranging from technical fields such as en-
gineering and computing science to softer sciences such as psychology and user
experience design (Montebelli et al., 2017). These different fields do not only have
different traditions and established methods and conventions, but they also have
different ideas on what to expect of and strive towards in a study, that is, different
epistemological (and ontological) stances.

Two ways to address the issue of fragmentation into isolated sub-fields (that can
be used in parallel) is (1) to embrace the splintering and continuously refocus the
divergent work into specialised sub-fields, and (2) develop trans-disciplinary col-
laborations between the sub-fields (Lagerstedt andThill, 2020). For the first point,
embracing the splinteringwill allow for specialisation and encourage greater depth
in the understanding of the topic. These specialisations will allow for the field to
be carefully studied under specific conditions and with specific assumption. Main-
taining a connectionwith thewider subject will make it possible for general lessons
to be picked up by others. This leads to the second strategy, which would be to
further develop trans-disciplinary work. The specialised work from one sub-field
could thus be brought up and evaluated at a more general level, and then be trans-
ferred down to another specialisation. In this way, the specialised sub-fields can
benefit from each others work, and the general understanding at a basic level can
be developed.

Interestingly, several of the sub-fields of HAI have corresponding sub-fields in
HRI. Categories such as those identified by Hosey andMelfi (2014) can sometimes
be trivial to transfer, but can sometimes be less obvious. For many robots created
as entertainment and social relationships (e.g. Joshi and Šabanović, 2019; Lacey
and Caudwell, 2019) there is a clear relation to companion animals. Similarly,
robots used for domestic services, such as vacuuming and lawn mowing, could
easily be seen as the borderline cases of companion animals, such as guide dogs.
For agricultural animals, on the other hand, the interpretationsmight be less clear.
Robots do not generate resources in the way animals do, and the robots are cer-
tainly not kept for such reasons. On the other hand, one major point of robots are
the labour they provide, so in that sense there is a clear overlap.

When it comes to the less common categories of HAI, the corresponding situations
involving robots are also less trivial. Robots are not used in the sameway as labora-
tory animals, however, robots are sometimes created to simulate humans for tests
(Moosaei et al., 2017). A major issue with that is, however, that the relevant in-
teraction studied in those cases are fundamentally different. There might thus be
similarities on a surface level, but the actually phenomena that are studied, as well
as the underlying factors might differ to the extent where few results can be trans-
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ferred. Even worse, it might even just contribute to an increased risk of conflating
phenomena that look similar at a glance, making it more difficult to understand
what is actually going on.

When considering robots as zoo animals, it is also necessary with some creativity.
There are instances where robots are used in museums or public displays (Gehle
et al., 2017; Skantze, 2017), in similar ways that animals are used in zoos—that
is, to entertain and encourage curiosity about technology and nature respectively.
Again, it is important to remember that the focus on bothHRI andHAI is the inter-
action, in a wide sense, between humans and other agents. Even though studying
animals in captivity is very different from, say, studying maintenance of robots in
public spaces, questions regarding how to display the agents appropriately for the
purpose of an exhibition or how to combine the different agents in a shared space
would still be relevant to both HRI and HAI.

Finally, ‘robots in the wild’ is an established and commonly used phrase in robotics
(e.g. Šabanović, Michalowski, and Simmons, 2006; Jung and Hinds, 2018). The
term carries the meaning of a robot being deployed in a real situation, or outside
of some controlled or experimental environments. These robots tend to be vari-
ous kinds of service robots, and there are several issues sometimes overlooked or
down-prioritised in the lab that become urgent and obvious in the deployed cases.
Part of the reasons for encouraging ‘robots in the wild’-studies it to make sure that
the field remains relevant in the sense that assumptions regarding use cases and
technical plausibility remain realistic. In addition, there is a desire to make sure
that the research in HRI becomes beneficial to the rest of society, leading to the
priority of realism and deployability. Animals in the wild are, contrary to robots,
autonomous in the strong sense (Ziemke and Sharkey, 2001; Stensson and Jans-
son, 2014), which solvesmany of the problems of importance to ‘robots in thewild’.
The problemswith respect to ‘animals in the wild’ withinHAI is instead focused on
conflicts that emerge due to this autonomy of the animals; animals have their own
desires and needs, and make their own decisions. To identify and negotiate this
tension, and find ways to co-exist with multiple autonomous species is the main
concern of ‘animals in the wild’. This is made more complicated by the different
kinds of stakeholders within the human population. The local human population
might have concerns regarding health and safety, ormight suffer fromanimals that
take items, or eat crops or livestock, and when planning development of urban en-
vironments, animal populations might be a complicating factor. On top of that, an
important part of the tourism industry is related to wild animals (Markwell, 2015),
so understanding how tourists want to, or should, interact with wild animals be-
comes an important factor for HAI that falls within the sub-field of ‘animals in the
wild’.

While reviewing the papers from the conferences listed in table 6.1, some attention
was given to factors that could help determine each paper’s class in the taxonomy
of Hosey and Melfi (2014). Using fairly liberal interpretations as in the previous
section, only a handful of papers could be seen as falling into exclusive categories,
and then specifically into the agricultural and companion categories. Most papers
were in line with what Hosey andMelfi (2014) classified as general papers, that is,
papers not committed to one of the identified domains, but rather studying HAI at
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amore general level. One reason for this could be thatHRI is still a young field, that
still has many open general questions. The more more context specific concerns
might for that reason be left as secondary for now. The variety in appropriateness
or interpretation when applying the categories to HAI andHRI respectively means
that it is something to be done with care. The greatest benefit of using this partic-
ular taxonomy might be in how it facilitates comparison between the two fields,
but might be of limited value for HRI in itself. Identifying taxonomies specifically
for HRI is also important, and work has been done along these lines, for instance
based on human-likeness in appearance (Phillips et al., 2018; Perugia et al., 2022),
approach to deception (Shim and Arkin, 2013), or role of the human in the interac-
tion (Scholtz, 2003; Kolbeinsson, Lagerstedt, and Lindblom, 2019). Worth noting
in this respect is that each taxonomy will obfuscating some aspects for the benefit
of highlight others. It is, for that reason, important tomake sure to develop several
taxonomies to provide a range of tools to usewhen understandingHRI. These tools
can pragmatically be selected and used based on the particular context or phenom-
ena that is studied. That said, it can for some purposes still be relevant to create
models that include several taxonomies (e.g. Lagerstedt, Riveiro, and Thill, 2017;
Onnasch and Roesler, 2021).

6.3 SOME COMMON ISSUES IN HAI AND HRI
Although the opportunities of collaboration between the fields of HAI andHRI are
thus far under-utilised, the similarities between the fields have not gone entirely
unnoticed before. For example, the HAI sub-topic animal-assisted intervention,
was one of the major inspirations for the development of the robot Paro, intended
for care of older people (Shibata, Inoue, and Irie, 1996). Paro is designed to phys-
ically resemble a seal, and the zoomorphic nature is intended to provide similar
benefits that a pet would, while avoiding issues related to allergies of need for care
of an animal. The similarities between HAI and HRI have also been utilised in
more theoretical work, where insights from one sub-field have been transfer to
the other. For instance, Groom and Nass (2007) used insights from HAI as part
of their argument against the appropriateness of robots as teammates. Not only
the results, but the methods and the methodological considerations can be valu-
able to transfer between the fields. For example, Dautenhahn (2007) introduced a
way to categorise different types of research in social HRI into a conceptual space
based on how different aspects are emphasised, and corresponding categorisation
for HAI might assist in providing structure for that field.

Some efforts have already been made towards providing a common platform for
studying interaction between different kinds of agents. An example of that is the
efforts of the Vocal Interactivity in-and-between Humans, Animals and Robots
(VIHAR) community1 that specialise in vocalisation aspects of interactions. This
group focuses onbringing together researchers studying vocal interactions between
different combinations of humans, animals, and robots to find general principles
of interaction and vocalisation (see e.g. Moore, Marxer, and Thill, 2016). This ap-

1http://www.vihar.org/
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proach is valid for other aspects of interaction as well.

By studying the history of the fields, valuable lessons can be learned andpitfalls can
be predicted and avoided. This should be particularly relevant for HRI, which is
decades younger than HAI. However, HRI and HAI are both fairly young research
fields, which is expressed in several ways. For example, in 1983Robb and Stegman
(1983) highlighted the lack of theoretical rigour in HAI when companion animals
for older people were studied. Robb and Stegman (1983) emphasised some limita-
tions to the empirical findings under such circumstances, but also discussed what
that would mean in terms of how the empirical work needs to be adjusted. In ad-
dition, they point out that similar concerns were raised decades earlier for social
science in general (Zeisel, 1955). In 1984, Beck andKatcher (1984) noticed that the
literature on animal-assisted therapy up to that point was heavily skewed towards
hypothesis-generating, rather than hypothesis-testing studies. Beck and Katcher
(1984) acknowledges several benefits of hypothesis-generating studies, such as the
assistance they can provide in identifying clinical phenomena. Similar to other
methods or strategies, there are strengths and there are drawbacks, so an ensem-
ble of methods and perspectives is often preferred (Mitchell, 2009). Among the
examples of problems with overly relying on hypothesis-generation are problems
with the novelty effect and lack of established operational definitions (Beck and
Katcher, 1984). In addition, studies in animal-assisted therapy published before
themid 1980s tended to be small scale, relying on anecdotal evidence, rarely longi-
tudinal, and lacking in controls and benchmarks (Beck and Katcher, 1984). These
are problems that have recently been highlighted for HRI as well, for instance the
lack of long term studies (Baxter et al., 2016) or low number of participant in HRI
studies (Zimmerman et al., 2022). Also the novelty effect has been highlighted as
something to take into account in HRI studies (Baxter et al., 2016). Some of the
points raised in this brief retrospect is likely to related to the epistemological and
ontological trends, and other points may be more related to the maturity of the
fields.

Another set of issues common to both HRI and HAI are those related to attribu-
tion, expectations, and ascribing of abilities by the human onto the other agent,
and this relates to the aforementioned anthropomorphism. Various abilities, such
as intentions and other psychological states, can be ascribed for pragmatic rea-
sons since it helps explain behaviour (Thellman and Ziemke, 2019). This can thus
be done even when it is clear that these abilities do not correspond to any actual
abilities (for instance, when describing intentions of cartoon characters Ziemke,
Thill, and Vernon, 2015). Ascribing abilities is one thing, assuming that they cor-
respond to actual abilities is a different thing. Morgan (1903, p. 51) introduces this
problem in animal psychology as ‘there can be no question that the interpretation
of the actions of animals as the outcome of mental processes essentially similar to
those of man amply suffices for practical needs’, however, later concludes that ‘in
no casemaywe interpret an action as the outcome of the exercise of a higher psy-
chical faculty, if it can be interpreted as the outcome of the exercise of one which
stands lower in the psychological scale’ (Morgan, 1903, p. 53, italics in the origi-
nal). This latter quote is often referred to as Morgan’s Canon, and is a version of
Ockham’s razor specifically applied to animal psychology. This is, however, a call
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for scientific rigour and scepticism, rather than a rejection of acknowledgement of
animal cognition and emotion, which is a common misconception (Karin-D’Arcy,
2005). For robots, on the other hand, the situation is a bit different. Having a
pragmatic approach when ascribing abilities to machines can facilitate a smoother
interaction, and it might therefore be a valid design strategy to encourage such at-
tribution. However, doing so would be deceptive in nature, which can be more or
less problematic. With regards toMorgan’s Canon, such design could be seen as in-
tentionally obfuscating simpler explanations and encouraging interpretations that
require more complex mental processes, thus potentially promoting superstition
regarding robots and technology.

It is also possible to look more specifically, or applied, for domains where HAI
and HRI could benefit from increased collaboration. One such domain is agent-
assisted therapy, where a non-human agent is involved in various kinds of therapy,
typically as a support to both a therapist and the patient. Another domain is what
I call sector 4.0, where production and manufacturing are shifting towards more
thorough integration of humans and technology.

6.3.1 AGENT-ASSISTED THERAPY

The effect a non-human agent has in various kinds of therapy is something that has
been of interest in both HAI and HRI. Therapy with animals has informally been
practised since the 1700s, and gained more traction with rigorous controls and
analyses in the 1980s and 1990s (McCune, Esposito, and Griffin, 2017). Both the
terms ‘animal-assisted intervention’ and ‘animal-assisted therapy’ are used, some-
times interchangeably. There are, however, distinctions that are sometimes used,
allowing further distinctions within the field by. For instance, animal-assisted
therapy is according to Jegatheesan et al. (2018) a broader category, defined as
‘planned and structured therapeutic intervention’ including documentation and
formally trained professionals. Animal-assisted intervention is a subset of such
therapy, ans is defined as ‘a goal oriented and structured intervention that inten-
tionally includes or incorporates animals in health, education and human services
(e.g., social work) for the purpose of therapeutic gains in humans’ (Jegatheesan
et al., 2018, p. 5). Animals are used in therapy for people with a wide variety
of conditions, such as Autism Spectrum Disorder (ASD) (McCune, Esposito, and
Griffin, 2017), dementia (Yakimicki et al., 2019), depression, and multiple scle-
rosis (Charry-Sánchez, Pradilla, and Talero-Gutiérrez, 2018), and worth noting
in relation to the taxonomy of Hosey and Melfi (2014) is that there are overlaps
in the roles of service, assistance, and therapy animals. Although results for us-
ing animals in therapy look promising, the evidence are still too limited for con-
sensus among practitioners regarding the effectiveness. To address this, the need
for more and larger studies has been highlighted (McCune, Esposito, and Griffin,
2017; Charry-Sánchez, Pradilla, and Talero-Gutiérrez, 2018).

Similarly within HRI, there are several domains in which robots are used for ther-
apy. In robot-assisted therapy, robots can for example be used to trainmotor skills
in upper (Guneysu Ozgur et al., 2018; Veerbeek et al., 2017) or lower limbs (Dol-
bow et al., 2016). Such therapy can be very helpful, and serve as important and
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appropriate applications of robotic technology, it is of lesser relevance for this com-
parison as there is no clear equivalent in HAI. There are, however, other ways to
include robots in therapy, and in caseswhen social robots are involved, the similar-
ities to HAI become clearer. There are, for instance, studies where a robot is used
in social training of children with ASD (Bharatharaj et al., 2017; Cao et al., 2019),
or where robots are used for affective therapy and cognitive training within care
of older people (Abdi et al., 2018). There are, however, also within robot-assisted
therapy current methodological issues and a lack of sufficient empirical evidence
for these techniques to be applicable among practitioners (Abdi et al., 2018). Simi-
lar to the situation in animal-assisted therapy, there are overlaps in the roles of the
agent, often being service, assistance, companion, and therapy robots at the same
time.

6.3.2 SECTOR 4.0

With Sector 4.0 I am here specifically referring to industry 4.0 and agriculture
4.0. Industry 4.0 is a name given to certain predictions regarding the nature of
modern industry in the near future (Lasi et al., 2014). The number refers to how
industry has seen several paradigm shifts since its inception, among other things
leading to changes in the view on humans’ place in industry. In this fourth itera-
tion of the paradigm, there is a strong emphasis on decentralised cyber-physical
systems, where digital systems are connected and coordinated through networks,
and machines and humans work together and alongside each other. In previous
iterations, humans are often seen as inefficient parts of the system to be optimised
away through automation. However, in industry 4.0, humans are recognised as
valuable and important parts of the system, and the abilities as well as needs of the
humans are recognised. Machines such as robots will for that reason need to be
adjusted to be able toworkwith humans, while still being able to fulfil the demands
of their tasks as well as fit the requirements of the larger system of other machines
and humans (Kolbeinsson, Lagerstedt, and Lindblom, 2019).

Industry 4.0 is very relevant for HRI, but generally less so for HAI. However, in
the agricultural sector, traditionally very relevant for HAI, it has recently become
clear that much of what is seen in industry 4.0 is applicable for agriculture as well,
leading to the emergence of agriculture 4.0 (Zambon et al., 2019; Klerkx, Jakku,
and Labarthe, 2019). In agriculture 4.0, a central farmmanagement system is used
for data collection and analysis, as well as coordination of tasks and events. This
is analogous to highly connected cyber-physical systems of industry 4.0. Farm-
ing tools are integrated through Internet of Things, and various sensors provide
data on the current state of the farm. Despite being a highly technological sys-
tem, the human farmers as well as non-human farm animals fill various rolls, and
still need to be integrated in the system in a relevant way. This highlights how the
thorough integration of technology into the farm requires a deep understanding
of the system and situation from a social science perspective, and not only from
a technological perspective (Klerkx, Jakku, and Labarthe, 2019). Although there
are many similarities between industry 4.0 and agriculture 4.0, the latter has still
not attracted much attention in academia and it still relies on a small number of
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companies to provide solutions for the farmers (Zambon et al., 2019). This is thus
a prime opportunity for mutual benefits, such as introducing robots in agriculture
and understand the circumstances and challenges with that (opening up for fasci-
nating fields such as robot-animal interaction (e.g. Qin et al., 2020) to be involved
more), and return insights from robotics in the agricultural domain to industry.

CHAPTER SUMMARY
This chapter is focusing on different kinds of agents in Human-Agent Interac-
tion, and is largely an extended version of the conference paper Lagerstedt and
Thill (2020). It is based on a survey of all 153 published full length papers of
the ACM/IEEE HRI conferences of 2017–2019, and the purpose of the survey was
to investigate how HRI relies on other fields of studying human interaction with
agents. Interaction with humans and with computers (and other machines) are
commonly used in HRI, both for formative and summative evaluation, however,
although animals are sometimes used such instances are surprisingly rare. For
that reason, I investigate further what similarities and differences exist in HAI and
HRI, and discuss some potential mutual benefits that could be reaped as a conse-
quence of increased collaboration between the fields.

Due to the comparisons of two fundamentally multi- and interdisciplinary fields
of study, this chapter echoes several of the aspects and perspectives introduced in
chapter 2, and relies on several of the theories discussed in chapters 3 and 4. It
provides a glimpse into the field of HRI, and in the next chapter, the focus will be
specifically on the methodology and practices within HRI. In particular, there will
be an emphasis on the humans involved in the field.
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CHAPTER 7

STUDYING HUMAN-ROBOT
INTERACTION

After looking at the research field of HRI comparatively through the lenses of some
similar field, it is relevant to look more specifically at HRI itself. That is, what are
the actual practices in the field? I will not only consider the methods, techniques,
and practices, but also consider what patterns exist in terms of who is doing the
research, who is being studied, and who the results are for. I will also discuss how
robots can be used as tools to better understand, and challenge, some of the norms
and assumptions regarding what a human is.

7.1 METHODS IN HRI
HRI is a pluralistic andmultidisciplinary field of research (Baxter et al., 2016;Win-
kle et al., 2023a) and the many perspectives, assumptions, and traditions in the
field are often beneficial or even necessary (Lagerstedt and Thill, 2023b). How-
ever, in some cases the variety in the field can lead to tension due to, among other
reasons, mismatch in expectations and practices (Baxter et al., 2016; Irfan et al.,
2018; Bartlett et al., 2022; Lagerstedt andThill, 2020; Lagerstedt andThill, 2023b).
To navigate such a multidisciplinary field in a constructive way, it is particularly
important to be clear and transparent regarding method, motivation, context, and
assumptions relied on in each case (Baxter et al., 2016; Lagerstedt andThill, 2023b).
This is not only important to facilitate communication between researchers from
different backgrounds, but also to make it possible to scrutinise or replicate find-
ings, and identify patterns over time (Irfan et al., 2018; Ullman, Aladia, andMalle,
2021).

In addition to the large variationdue to the academic backgroundof the researchers,
there are plenty of sources of variation in HRI. For example, there are plenty of
standard- as well as custom models of robots, both in terms of hardware and soft-
ware, and there are plenty of intended types of interactions and domains in which
the robots are intended to be deployed. This leads to challenges when it comes to
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interpretation, generalisation, and replication of results and studies. One way of
improving the situation is to, not only improve methodological reporting, but also
to openly publish the data itself (e.g. Billing et al., 2020). Such practices would
allow for secondary analysis, where the same data is examined with other people,
perspectives, or hypotheses (Glass, 1976), and meta analyses, where different data
sets and data sources are combined to provide deeper insights with respect to some
phenomenon (Deeks, Higgins, and Altman, 2022). This kind of data sharing and
open data practice comes with several challenges (for instance, technical, econom-
ical, legal, and ethical in nature), but the potential benefits are also large, making
it important to strive towards resolving the issues (Murray-Rust, 2008; Molloy,
2011; Kostkova et al., 2016).

7.1.1 METHODS USED

There is a large variety of methods and techniques used in HRI; some tend to be
more qualitative, some more quantitative, and some rely on mixed methods (Bax-
ter et al., 2016; Veling and McGinn, 2021). Among the qualitative methods are
qualitative observations and interviews, generative activities, narrative accounts,
and content analysis (Veling and McGinn, 2021). The qualitative work in HRI
can be classified as either being design studies, insight-driven studies, hypothesis-
driven studies, or a combination of these categories (Veling and McGinn, 2021).
The design studies are characterised by mainly aiming to create a specific robot,
behaviour, or process (e.g. Pino et al., 2015), whereas the purpose of insight-driven
studies is to provide insights and greater understanding at a more general level, or
provide a richer contexts for potential domains for using robots (e.g. Chang and
Šabanović, 2013). Hypothesis-driven studies tend to be quantitative in nature,
but qualitative methods can be used as a complement to provide context for the
quantitative measures and guide the interpretation (e.g. Lee et al., 2012). For the
quantitative methods, the data is typically numerical, and Null Hypothesis Statis-
tical Testing (NHST) is a common class of evaluations also within HRI (Baxter et
al., 2016; Bartlett et al., 2022). Data for such testing is frequently coming from
experiments, often in laboratory environments (Baxter et al., 2016).

The distinction between quantitative and qualitativemethods can often be helpful,
but it is important to also remember that they are both wide umbrella terms, and
the difference is sometimes mainly in the terminology (Carminati, 2018). In gen-
eral, it is useful to combine several approaches, or at least encourage a scientific
field where different approaches are valued (Mitchell, 2009), while being aware
of the risks related to variation in terminology; in different fields or traditions,
terms can refer to different concepts and different terms can refer the the same
concept (Lagerstedt and Thill, 2023b). It is particularly relevant to be aware that
underlying ontological or epistemological assumptions may shape results and the
corresponding analysis (Carminati, 2018).

Study designs
To be able to collect relevant data for whatever aspect is studied, it is necessary to
design an appropriate study, including the context for the data collection. Setting
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the scene is important for framing the robot in the right way for the user. There
are many factors and contextual aspects that will impact the decision regarding
what is most appropriate, but things like how isolated or abstracted the subject
of study should be, how controlled the situation should be, and over what time
scales the study should run are all relevant. It is, for instance, common to use
experiments of various kinds to be able to study causal effects of predetermined
variables. The experiments can take place in laboratories (e.g. Mumm and Mutlu,
2011), via crowd-sourcing platforms (e.g. Torre et al., 2023), and in more natural-
istic settings (e.g. Song et al., 2022). In the naturalistic settings it is possible to do
important observations even without an experimental manipulation (e.g. Kanda
et al., 2009). It is also possible to insert the robot more thoroughly in a context,
allowing for ethnographic studies (e.g. Kamino and Šabanović, 2023).

An important aspect to take into account, which is somewhat special when it comes
to studieswithinHRI, is how to guide the behaviour of the robot. Although it can be
possible to pre-program certain behaviours, and physical prototypes of robots can
include human facilitators moving the as or for the robot (e.g. Zamfirescu-Pereira
et al., 2021), a common strategy within HRI is the Wizard of Oz (WoZ) method,
where the robot is presented as autonomous but actually remotely operated by a
human (Dahlbäck, Jönsson, and Ahrenberg, 1993; Riek, 2012). The Wizard of
Oz refers to the fictional character Oscar Diggs, more commonly called Oz, from
the book ‘The Wonderful Wizard of Oz’ (Baum, 1900), and is used in this context
as a reference to the deceptive nature of presenting a remote controlled entity as
autonomous.

Data collection
What data collection techniques are appropriate depends both on what study de-
sign is used and on what kind of data is relevant, and there are many techniques
to choose from. Some of the common alternatives in HRI is to rely on behavioural
measures, such as howclose the user gets to the robotwhile interaction (e.g.Mumm
and Mutlu, 2011) or the timing of hand-over tasks (e.g. Huber et al., 2008), or by
probing the participants’ opinions and attitudes through interviews or question-
naires, often relying on named standard questionnaires, such as Godspeed (Bart-
neck et al., 2009) or NARS (Nomura et al., 2004), in addition to custom surveys
(Zimmerman et al., 2022).

7.1.2 SCRUTINISING THE PRACTICES

Scrutiny is an important part of scientific pursuit. It is necessary to continuously
question if assumptions are sound, and if there are different ways to interpret re-
sults. Although history is full of examples of differences in opinions, turning into
heated debates, and then into destructive personal conflicts1, the purpose is rather
for the scrutiny to constructive. It is important to acknowledge that all scientific
work has its problems, so identifying some of them does not invalidate everything.

1To name two, the calculus controversy centred around Leibniz and Newton (Guicciardini, 2017),
and the war of the currents with Tesla and Edison in the locus (Vujic et al., 2001), are famous historical
cases, and both cases were entangled in larger economic and political interests.
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Scientific pursuit is a complex activity based on a diverse range of skills. Certain
important contributions can be derived from exceptional theoretical insights com-
binedwith only sufficient ability of empirical craftsmanship, and other workmight
be of highest empirical quality but communicated in an inaccessible way. Being
aware of the potential problems are both necessary for appropriately interpreting
the work, as well as for improving things in the future.

There are several conventions and guidelines to follow when using and reporting
on standard methods, and there are several reasons for why it is important to fol-
low them. For instance, it is generally not possible to report everything that is done
in an experiment, so by referring to standard methods or previous work, it is pos-
sible be more succinct by simply reporting key information, and aspects that devi-
ate from what is expected. That way, it is possible for a reader to understand the
results and critically consider the interpretations and conclusions. Different sci-
entific fields can have different conventions for how to typically do things, which
can make things complicated in a thoroughly multidisciplinary field such as HRI.
On the one hand, it can be a boon, since researchers from different traditions can
come together and bring the best practices from their respective fields. The risk is,
however, that the teamof researchers is unaware of domain standards in fields that
their work intersect with. Lacking, or otherwise problematic reporting, has been
found in HRI regarding, for instance, recruitment and participant demographics
(Wang and Young, 2014; Cordero, Groechel, and Matarić, 2022; Winkle et al.,
2023a), ethical conduct (Cordero, Groechel, andMatarić, 2022; Rosén, Lindblom,
and Billing, 2021), details regarding robots or the environment of the study (Bax-
ter et al., 2016), and statistical conduct (Gombolay and Shah, 2016; Schrum et al.,
2020; Bartlett et al., 2022). This lack of reporting is particularly problematic when
what is reported often indicates inappropriate (albeit unintentionally so) conduct
(Chita-Tegmark et al., 2021; Gombolay and Shah, 2016; Schrumet al., 2020;Wang
and Young, 2014; Weiss and Bartneck, 2015; Ullman, Aladia, and Malle, 2021;
Schrum et al., 2023; Rosén, Lagerstedt, and Lamb, 2023; Winkle et al., 2023a).

An issue partly related to inappropriate or insufficient reporting is the risk of a
replication crisis in the field (Irfan et al., 2018; Ullman, Aladia, and Malle, 2021)
where generally accepted phenomenawithinHRImight not be possible to recreate.
A distinct but related issue is that of lack of reproducibility, which emerges when
the published data is not sufficient to replicate the analysis (Baxter et al., 2016).
Given the amount of constructive methodological work done in the field, it is not
likely that such crises are imminent in HRI.

There are, however, reasons for why HRI-studies might be particularly difficult to
replicate; there are, in general, large variations in robot platform and hardware,
experimental setup, environment, and more (Baxter et al., 2016; Zimmerman et
al., 2022), making it difficult to sufficiently report on all relevant factors to allow
replication. In particular before larger theoretical frameworks can be relied on for
identifying what factors are relevant.

In addition to the complex nature of the HRI domain, several factors have been
highlighted in HRI related to scientific practices and reporting that could increase
the risk of unreliable results being introduced. For instance, over-relying on con-
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venience sampling when recruiting participants might bias the results in terms of
aspects like age (Baxter et al., 2016) or gender (Wang and Young, 2014), leading
to over-generalising of results, and under-utilisation or -reporting of statistical as-
pects such as power (Bartlett et al., 2022), mightmake appropriate interpretations
of results difficult.

A related problem, far from unique to HRI, is the bias in the literature derived
from the difficulty of publishing negative results (that is, e.g., whenmanipulations
do not cause any statistically significant effects). Increasing the use of preregistra-
tion (as in publicly registering the motivations, methods, and analysis before the
data collection is started) of studies have been proposed as a way to address some
of these problems (Nosek et al., 2018; Nosek et al., 2019). Among the proposed
benefits of such preregistration are not the increased documentation of negative
results, but also a general increase in quality since researchers are forced to prop-
erly develop the studies before conducting them.

Questionnaires
Asmentioned earlier, questionnaires is one of themost common techniques of data
collection in HRI (Zimmerman et al., 2022). There a many validated named ques-
tionnaires in use, focusing on different aspects, such as a specific robot in case of
Godspeed (Bartneck et al., 2009), the task which the robot is used with in the case
of theNASA task load index (Hart and Staveland, 1988), and the general (negative)
attitudes towards robots in case of NARS (Nomura et al., 2004).

A common kind of scale used in questionnaires (at least for collecting quantitative
data on attitudes) is Likert scales (Likert, 1932). A Likert scale consists of a bat-
tery of statements (Likert items), that the participant will indicate their agreement
with using a number of predetermined response options. The responses for each
response option is not intended to be analysed in isolation, which would be sta-
tistically inappropriate, in particular when using parametric tests (Harpe, 2015;
Gombolay and Shah, 2016). The response options for each Likert item are instead
combined together based on what scale they belong to. Although validated Likert
scales are both common and created specifically for the attitudes and contexts of
interest in HRI, the best practices are not always adopted (Weiss and Bartneck,
2015; Gombolay and Shah, 2016; Schrum et al., 2020; Rosén, Lagerstedt, and
Lamb, 2023).

A specific problem that many quantitative scales in questionnaires suffers from is
the ambiguity of meaning of the middle, or ‘neutral’, option (Stapels and Eyssel,
2021). When relying on an attitude judgement on a gradient between two ex-
tremes, themiddle optionwould correspond to an attitude that is not appropriately
captured by either end. This is significant since it is not possible to distinguish be-
tween different kinds of middle options, such as neutral (no strong feelings) and
ambiguous (strong mixed feelings) attitudes. A questionnaire like NARS can be
particularly tricky to interpret in this regard, since the middle option for the Lik-
ert items of NARS corresponds to ‘Undecided’ regarding statements of negative
attitudes (Nomura et al., 2004). In addition, the scales specifically measure the
negative attitudes, which can be, but are not necessarily, correlated with positive
attitudes.
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NARS is a not only a popular questionnaire to use in HRI (both for measuring
negative attitudes as a dependent variable and as a potential confound), but the re-
ported use is also increasing (Rosén, Lagerstedt, and Lamb, 2023). However, the
way the questionnaire is used and the way the results are reported are often not in
line with best practices, making it difficult to interpret and compare NARS results
(Rosén, Lagerstedt, and Lamb, 2023), and similar observations have previously
been made for the Godspeed questionnaire (Weiss and Bartneck, 2015). One ex-
ample of potential inappropriate use of NARS is the practice of adding, removing,
and changing the phrasing of the Likert items in the scales without appropriate val-
idation (Rosén, Lagerstedt, and Lamb, 2023). There are several cases where such
adjustments might be necessary, such as translating the questionnaire to a differ-
ent language (e.g. Kanero et al., 2018) ormake it accessible for a specific user group
(e.g. Robert and van den Bergh, 2014), but such changes need to be validated. At
times the necessary changesmight be to the degreewhere the newnumber is useful
for the specific use case it is adapted to, but too different to be comparable to other
uses of NARS. There are, however, potential general problems with the phrasing
of the Likert items, such as the statements being about ‘robots’, and since the term
is so ambiguous, it is uncertain what kind of robots the respondents were consid-
ering. In addition to the general uncertainty, it has been proposed that there are
geographical or cultural variations in assumptions regarding the interpretation of
‘robots’ from respondents, leading to an additional source of bias (Nomura et al.,
2005).

7.2 HUMANS IN HRI
Humans are fundamental parts of HRI, not least since the focus of the domain is
humans interacting with robots. What is meant by interacting can be interpreted
in several ways; narrowly like the dialogue between a user and a robot (e.g. Rosén,
Billing, and Lindblom, 2023), and wider like the place for robots in human society
(e.g. Winkle et al., 2023b). There are, however, many other humans to be aware of
in HRI, such as the researcher in the field, and the participants in the conducted
studies. Who these people are can have a lot of impact on what and how things
are studied in the field, what the results are, and how these results are interpreted
and applied. It is for that reason important to look closer at those that study, those
who are studied, and who the studies are intended to benefit.

7.2.1 RESEARCHERS—THOSE THAT STUDY

A way to survey the researchers in a given field is to review who are authoring the
publications, and from there look for trends. In theory, it should be a reasonable
strategy, since those that publish are arguably the people actually doing the work
in the field. There are, however, problematic biases in who actually gets to be in-
cluded as an author. Notably, women tend to be credited less than men as authors
for their scientific work, even when controlling for things like seniority or field of
study (Ross et al., 2022).
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There are also problems associated with analysing the data, when said data consist
of the names of the authors extracted from the publications. It can be difficult
and labour intense to find accurate demographic information about the authors,
so it can be tempting to rely on shortcuts for that information. For example, the
authors’ genders and other demographic information can be assumed by relying on
normative naming conventions, however, such strategies tend to introduce several
kinds of bias, not least due to oversimplified views on such data (Mihaljević et al.,
2019; Lockhart, King, and Munsch, 2023).

The method of extracting author names from publications has been done for some
conferences inHCI, tomonitor and improve the diversity among the keynote speak-
ers, authors, and conference organisers (Freire, Porcardo, andGómez, 2021; Hupont
et al., 2021). A measure called ‘Conference Diversity Index’ was developed as a
tool to measure this diversity, with respect to (binary) gender diversity, diversity
in terms of affiliation to academia, industry, or research centres, and geographic
diversity in terms of how many countries are represented. Each of these three as-
pects were represented by a Pielou index (see section 2.2.6), and the average of
the three indices is the Conference Diversity Index. This index can be a helpful
tool when trying to understand and counteract bias, but should be used with care,
since the simplicity of a number might make the corresponding problems look de-
ceptively simple (as discussed in section 2.2). Part of the utility of such indices is
after all due to the simplicity that comes from removing much of the complexity.

To gain some insights regarding potential bias due to gender among researchers in
HRI, Winkle et al. (2023a) sent out a questionnaire to the researchers in the field.
As part of the questionnaire, the respondents self identified with respect to factors
like their genders how long they had been in HRI, what academic background they
had, and what academic field they currently considered themselves part of. The
listed topics of HRI to chose from were generated through the method of proba-
bilistic topic modelling, mentioned in section 5.2.4. The questionnaire was mainly
distributed digitally through relevant mailing lists and social media, and a total
of 113 HRI researchers, at different career stages, completed the survey. This is a
relatively small number, compared to the expected scale and diversity of HRI, and
the sampling is likely to be somewhat biased in terms of who saw the question-
naire, and who chose to actually complete it. Sources for the bias can be to which
extent the researchers sending out the questionnaire are previously known by the
potential respondents, as well as the respondents idea of how important the issues
related to the questionnaire are. It should, however, be a large enough sample to
give some indication on trends.

Gender
Based on the responses in the questionnaire of Winkle et al. (2023a), it was possi-
ble to examine some gender related aspects of diversity in HRI. For example, the
gender diversity index, which constitutes a third of the conference diversity index
(Hupont et al., 2021), could be counted and compared to the numbers for the HCI
conferences. Since the index is normalised, the result is bound by [0,1], where a
lager number would correspond to a higher diversity. This index is created with
a binary assumption, but a Pilou index is trivially expanded with more categories.
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However, such expansion will impact the scaling to keep the normalisation, mean-
ing that a larger number of categories (thus arguably larger diversity), would result
in a lower index (which is to be interpreted as a lower diversity). The binary data
of Hupont et al. (2021) resulted in an index of 0.85 for the Affective Computing
and Intelligent Interaction (ACII) conference, to be compared with either 0.58 or
0.99 in HRI (Winkle et al., 2023a), depending on if all respondents were included
(in the prior case, where the index is 0.58) or if everyone except men and women
were removed from the data (the latter case, where the index is 0.99). The reason
for this problem is due to the many different meanings of diversity, as well as di-
versity’s relation to complexity (Junge, 1994; Page, 2011). Indices like these can
be important and useful, but they have to be understood in context for what they
are. The numbers do not speak for themselves.

The main diversity measure used by Winkle et al. (2023a) was the DER of Of-
fenwanger et al. (2021). The DER (introduced in section 2.2.6, defined by equa-
tion 2.5) has, of course, problems of its own, such as simply calculating the relative
difference in size of two groups (therefore bound by the range [-1,1]), specifically
the relative difference in number of women and number of men. The simplicity
of this index is, however, also part of its strength. It is very transparent, which
facilitates appropriate interpretation. The DER of the HRI respondents was -0.12
in general, meaning that slightly more men than women were among the respon-
dents, but breaking down the respondents by their background and current fields
and topics provided some richer insights.

Backgrounds and current subjects
To better understand the identity of the researchers in the field, it is also necessary
to understandwhat academic background the researchers have, andwhat field they
consider themselves being part of now. This is interesting for several reasons, for
example, (1), it provides clues to questions regarding what kind of subject HRI is,
and (2), it can further help understand potentially structural bias. For the first
purpose, it might be interesting to know if, and in that case how, HRI actually is
multi- or interdisciplinary. Both in terms of which subjects are represented, how
much they are represented, and how entangled they are. For the second reason,
there are evidence that biases in terms of who is allowed to do and shape what, and
who is being heard, can only be understood from an intersectional perspective, and
research fields is an important factor in that intersection (Offenwanger et al., 2021;
Cech, 2022; Ross et al., 2022; Winkle et al., 2023a).

Based on the results from the questionnaire, it was possible to see that HRI is mul-
tidisciplinary, although the majority of the respondents had a background in com-
puter science or engineering, and those fields were also dominant when it came to
current identity (see Figure 7.1). In the figure, the height of the thin bar by the sub-
ject name represents how common it was to select the respective field. The thick-
ness of the pipe going from ‘Undergraduate field’ to ‘Current field’, et cetera, repre-
sents the proportion of the respective background field went to the corresponding
current field. Everything is scaled so that each respondent contributed equally,
independent on how many response options were selected. A respondent with a
background only in engineering would count as one towards that background and
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Figure 7.1: A visual representation of researchers’ backgrounds, current fields, and topics in HRI.
(Reprint of fig. 8 in the SM of Winkle et al., 2023a).
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zero to all the other, while a respondent with both engineering and psychology
would count as one half towards each of those two and zero to the rest.

Apart from the representation of the respective fields, it was possible to see that
therewas a fair bit of interaction between the fields, with plenty of people changing,
or combining, fields. This can be seen in figure 7.1 by the large proportion of the
researchers in a field going into others, as well as how many different fields they
are split into.

There are also some interesting results in terms of the intersection with gender. By
using the DERmeasure it is possible to get a crude (the DER is, for instance based
on a binary assumption), but informative, overview of the gender representation.
In figure 7.1, all the grey parts have a negative DER (meaning that more men than
women are represented in the corresponding category), and all the purple parts
have a positive DER (meaning that more women than men are represented in the
corresponding category). For instance, the field ‘Computer science’ is grey both as
a background and current field, and so is the flow out of, and into, the field. The
pipe connecting the background and current field is, however, purple. That means
that there are moremen than women with a computer science background, as well
as currently in computer science. There are also more men than women that leave
computer science for other fields, or enter computer science from other fields. It
is, on the other hand, more women than men that remain in computer science.

It is, however, important to remember that the data used to produce this analysis
is quite small in relation to the number of possible response options and the com-
plexity of the discussed phenomena. It is for that reason particularly important to
be careful, and not draw too strong conclusions from it. It is, however, possible to
use this as an indication, and the patterns implied by this data can be further stud-
ied inmore detail usingmore appropriate data. There is also a value in highlighting
the complexity in this kind of way, as it adds to a richer picture that complements
the individual numbers of diversity.

7.2.2 RESEARCHEES—THOSE THAT ARE STUDIED

An important question to ask when studying humans in any way is; who is chosen
to represent humanity and humanness? Humans can be defined theoretically in
a normative manner; criteria can be derived for what should count as a human.
Another approach is to look at humans and describe what is seen; even if it is not
initially possible to find any consistent or underlying explanation for how all obser-
vations fit together, it will provide some grounding with living humans. In either
case, those that are selected as the basis for the definition can have a large impact
at later stages.

There are different reasons for why a definition of what is human is needed, and
the definition can develop gradually based on both the theoretical and descriptive
approach. Although there might exist an explicit definition, it is important to also
consider the de facto definition that has developed and is used, especially to be
able to detect and understand any potential mismatch. The explicit definitions of
humans facilitate informed decisions that can be of large consequence to living hu-
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mans. Amismatch between practical and theoretical definitions canmake even the
most well intended work counterproductive with respect to some intended goals.

It has previously been highlighted that the pool of participants in general used
in scientific studies tend to be biased in a way that potentially skews results to
more accurately describe only a subset of the human population, or overestimate
some culturally based constructs (Henrich, Heine, and Norenzayan, 2010). There
is also generally an over reliance on students as participants (Sears, 1986; Hen-
rich, Heine, and Norenzayan, 2010). Although these biases in recruitment are not
always a problem, they can cause problems in terms of the validity of the results
and enforcing structures regarding who’s voices are heard and who’s opinions are
valued (Druckman and Kam, 2011; Henrich, Heine, and Norenzayan, 2010; D’ig-
nazio andKlein, 2020; Lewis Jr, 2021). These problems have also been highlighted
specifically in HRI (e.g. Wang and Young, 2014; Winkle et al., 2023a; Rosén and
Lagerstedt, 2023).

To gain some insights regarding thede factodefinitions and insights regardingwho
is selected to represent humans in HRI, all full papers published in the ACM/IEEE
HRI conferences from the inception in 2006 until 2021 (thus collecting data from
15 years of practices) were surveyed to extract some of the demographic informa-
tion as well as some detail regarding the studies themselves (Winkle et al., 2023a).
This work was inspired by similar work done in the neighbouring field of HCI (Of-
fenwanger et al., 2021). In both cases, the main focus was on gender, but some
attention was given to intersecting factors (such as race and ethnicity). When ex-
tracting this data, a tool called MAGDA (developed by and for Offenwanger et al.,
2021) was used to facilitate the coding of the text, and find the key information.
One consequence of the multidisciplinary nature of HRI is that publication in the
field are prepared with different conventions in mind, meaning that it is not al-
ways obvious where to look for certain specific information. In addition, it was far
from always that the respective best practices where adhered to in the reporting
(e.g. Scheuerman et al., 2020). The MAGDA tool helped by highlighting parts of
each paper that was likely to contain relevant information, and provided forms and
structure for collecting and exporting the data set.

The resulting data was quite rich, and was published together with the reporting
of the methods, analysis, and results (Winkle et al., 2023a), facilitating re-analysis
and reinterpretation by independent researchers, in line with the ideals of open
data. The phenomena studiedwith that data are, however, quite complex,meaning
that the data set is still too sparse for providing a conclusive picture in all respects
simply by analysing it as is. The data set can, however, provide some answers,
and can also be used as a resource for generating research questions, or as a way
to make some initial evaluation of ideas, to study more extensively in subsequent
dedicated studies.

Gender
Two general observations made in the data specifically on the reported gender of
the participants in HRI was that (1), the reporting was often not sufficient to ex-
tract information regarding the gender of all participants, and (2), there is often an
either implicit or explicit assumption of binary gender in the publications (Winkle
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et al., 2023a). Things are better in the most recent years, compared to the earlier
conferences, in relation to both points. It is, however, difficult to tell if things will
continue to improve, or if the field has settled in new local optimum. Regarding
the first point, for example, the proportion of papers (counting only papers with
human participants) reporting insufficient gender data has oscillated just above
25% for the last decade.

Regarding the prevalent binary assumption of gender, there was both explicit ev-
idence (such as demographic questionnaires where questions about gender were
only possible to respond to either with ‘man’ or ‘woman’) and implicit evidence
(such as reporting gender using the total number of participant and then only how
many were of one of the genders). More complex genders, beyond the static bi-
nary, is therefore made invisible, together with people of any other gender than
‘man’ or ‘woman’, thus engaging in the oppressive practice of othering (see e.g.
Johnson et al., 2004; Krumer-Nevo and Sidi, 2012). In the last couple of years,
there have started to appear studies with reporting more in line with current best
practices (e.g. Scheuerman et al., 2020), and non-binary people have thus started
to be acknowledged as such in the demographic data.

Looking specifically at the relative representation of men and women in HRI stud-
ies using the DER measure, it is possible to see a small but persistent difference,
with more men than women every year (Winkle et al., 2023a). It is, however, im-
portant to remember that HRI is a very diverse and multidisciplinary field, so it is
possible that variation between sub-fields gets cancelled when compiling the data.
When, on the other hand, analysing the data at a sub-field level there is an in-
creased risk of noise being mislabelled as an effect, so it is important to be careful
regarding how far conclusions (in particular specific ones) are drawn from such
results. In such situations it becomes particularly relevant to triangulate the re-
sults (Denzin, 2017), and both quantitative and qualitative methods can be used
for this.

That said, the DER data for the participants can be broken down based on which
topic the respective studies are part of (using the classification from the probabilis-
tic topicmodelling, see section 5.2.4). By creating a scatter plot of the average DER
of the participants versus authors of the papers in the respective topics (see Fig-
ure 7.2), it is possible to see that there was not only a fair bit of variation in DER
for the different topics (although none had more participants that were women
than men), but also a suggestion in the DER data that the gender of the partici-
pants might be somewhat correlated with the gender of the researchers (r = 0.55,
p = 0.054, Winkle et al., 2023a).

Recruitment
Some of the deviations from equal representation betweenmen andwomen among
the participants can be explained by the strategy used to recruit participants (Of-
fenwanger et al., 2021; Winkle et al., 2023a). There are many strategies to rely
on when recruiting, and which is most appropriate can depend on many factors
(such as what is attempted to be studied, how it is attempted to be studied, and
what limitations exist in terms of time and resources), and the decisions regarding
the recruitment strategy can be informed by considerations regarding the desired
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Figure 7.2: The relation between the DER of participants presented in the HRI papers and the DER of
the authors of HRI papers responding to the questionnaire, divided by topic. The dashed lines mark
equal representation. (Based on fig. 7 in Winkle et al., 2023a).

sampling (see e.g. Patton, 2014, module 30).

There are many recruitment strategies used in HRI, and in the survey of Winkle
et al. (2023a) the reported strategies were categorised post-hoc as either ‘Crowd-
sourced’, ‘Local institution’, ‘Community’, or ‘Other’. The crowdsourced studies
typically relied on AmazonMechanical Turk for the data collection, but other sim-
ilar tools, such as Prolific, was also sometimes used. The local institution cate-
gory typically recruited participants from the campus, often students, but some-
times even faculty members of the same research group as those conducting the
study. The studies where specific communities where explicitly approached due to
their particular relevance to the research questions were included in the commu-
nity category, and the other category was for recruitment strategies that did not fit
the others. The local institution category has consistently been the most common
throughout the history of the ACM/IEEE HRI conference, and the crowdsourced
has in recent years sailed up as a second (from being non-existent for the first sev-
eral years). It is also these two categories that have a significantly non-zero DER,
in both cases it is more common to recruit men thanwomen (Winkle et al., 2023a).

7.2.3 REPRESENTING HUMANS

Although the people who are invited as participants, or in other ways constitute
themodel human, are at least indirectly saying something aboutwho is intended as
users of the robots, it is, like with all design, possible tomore explicitly consider the
users. Making such considerations are particularly important to avoid perpetuat-
ing hidden assumptions and implicit norms that could be both counter-productive
and harmful. For instance, it is not uncommon to attempt to design robot intended
to be able to handle interaction through vocal interaction. When doing so, the

137



CHAPTER 7 STUDYING HUMAN-ROBOT INTERACTION

robot will be designed to handle a limited number of specific languages, however,
selecting what languages the robot should be able to handle is a decision that has
implications for who will be able to interact with the robot (Rosén and Lagerstedt,
2023). In addition, a language is not an easy thing to define and definitions are
always political, potentially intersecting with factors such as ethnicity, class, and
gender (Lippi-Green, 2012; Nelson Jr, Signorella, and Botti, 2016; Birney, Ra-
binovich, and Morton, 2020). In some languages there exist ‘standard variants’,
such as as the SSBE in English, but such variants are only theoretical abstractions
that unfortunately perpetuates the myth of the ‘non-accent’ (Lippi-Green, 2012).
Speaking with accents considered ‘non-standard’ can cause prejudice behaviour in
itself (Lev-Ari and Keysar, 2010; Kinzler, Corriveau, and Harris, 2011; Torre and
Le Maguer, 2020), but designing technology that enforce the privilege of certain
dialects or accents can lead to bias in usability. People with the ‘wrong’ accent will
be punished (intentionally or not) by having less or worse access to technology and
the support it can provide (Pyae and Scifleet, 2018; Singh et al., 2022; Rosén and
Lagerstedt, 2023).

When a human struggles to interact with theworld, there are generally three things
that can be changed to improve the situation; the human themselves, the tools used
to interact with the world, or the environment in which the interaction takes place
(Vanderheiden, 1998). As mentioned earlier (e.g. beginning of chapter 5), it was
for a long time legitimate to casually blame users when designed artefact were not
working as intended, implying that the human needed to change. However, this
started to change in the late 1980s, not in small parts due to Norman (1988) high-
lighting the responsibility of the designer. The argument was that if a user use an
artefact ‘incorrectly’, then the reason is most likely that the designer did not un-
derstand what the user wanted, or what state the user would be in when using the
artefact, which led the designer to create something that cause mistakes, partly
through designing for, and highlighting, what Norman (1988) called affordances.
Part of the problem was due to the de facto designers were neither trained de-
signers nor designing for the users, but actually engineers designing artefacts they
themselves considered usable or intuitive (Cooper, 2004). In addition to design-
ing usable artefacts, there are also ethical obligations that are part of professional
design (Papanek, 1984; Monteiro, 2019). The designer has responsibilities regard-
ing examiningwhat impact their design can have, includingwhowould benefit and
whomight be harmed (such as being unfairly excluded) by the potential design de-
cisions. Although themore user-centred perspectives started to gain traction in the
1990s, the ethical and consequence aware perspective were introduced already in
the 1960s and 1970s (Papanek, 1984).

To help avoid some of the potential problems, it is possible to involve potential
users and other stakeholders early in the design (or research) process. One type
of such practice is through participatory design/research (sometimes called co-
design), where the stakeholders are involved from the onset as an expert andmem-
ber of the design or research team. The terms are broadly covering a wide range
of practices and perspectives (Muller and Kuhn, 1993), and originates from the
Scandinavian 1970s, motivated by ideals of democracy and empowerment (Spin-
uzzi, 2005). At its core, it refers to humbly and genuinely involve representatives
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from appropriate communities or populations in design and research (Papanek,
1984; Costanza-Chock, 2020). There are several examples of studies using partic-
ipatory design/research in HRI and AI (e.g. Ostrowski, Breazeal, and Park, 2021;
Winkle, Senft, and Lemaignan, 2021; Queerinai et al., 2023).

There are, however, also several general challenges when using participatory de-
sign. For instance, since the designers are considered the experts, having the last
say on the design, there is necessarily an inherent and potentially problematic
power structure in the design process (Bardzell and Bardzell, 2011; Fiesler, Morri-
son, and Bruckman, 2016), in particularly to genuinely involve more critical par-
ticipants (Nyhlén and Gidlund, 2019). This structure can make it difficult for the
user representatives to be heard (Bradwell et al., 2020), in particular when it is
the designer (rather than the potential user) that has defined the problem to solve
(Frennert and Östlund, 2014; Tucker, 2017; Bradwell et al., 2019). Conversely, al-
though the users are experts with respect to the problems they might have, they
might not be experts in what kind of solutions exist, and important aspects might
be omitted (Kristensen and Lindblom, 2021). In particular, the reduced expec-
tations of under-privileged people might lead to such users being satisfied with
tools, access, and support that is insufficient or otherwise not good enough (Pyae
and Scifleet, 2018; Kristensen and Lindblom, 2021; Rosén and Lagerstedt, 2023).

Design principles
There are many design principles that have been developed explicitly for the pur-
pose of preventing problems related to forgetting users or perpetuating harmful
norms. Those design principles (for example ‘user-centred design’, ‘inclusive de-
sign’, and ‘design justice’) tend to emphasise different aspects, and can be seen
more or less as extensions to each other. User-centred design might be the oldest
and broadest of those principles, and was developed as it started to become clear
how important it was to include the needs, goals, desires, and abilities of the end
users already from the early, to the final, stages of any design process (Hartson
and Hix, 1989; Rogers, 2012; Sharp, Preece, and Rogers, 2019; Funk, Rosen, and
Wischniewski, 2020). Although the principle originates from HCI, it is also ap-
plicable in HRI (Reich-Stiebert, Eyssel, and Hohnemann, 2019; Arboleda et al.,
2020; O’Brien et al., 2021). The way Norman (1988) introduced the ideas per-
ceived affordances into the field of design is an example of how to make it more
user centred. Instead of only considering what an artefact should do, and create
it to be able to do that, it also became important to consider how the artefact con-
veyed what it could do. The user has thus been acknowledged, but the focus is still
on the artefact; the artefact is now created in a way where it highlights what it can
do in a way that can be perceived by the user. Designing for perceived affordances
has also lead to some criticism that designers might fall back to ableist ideals re-
garding human bodies and functions (Costanza-Chock, 2020). By instead using
functional tones and Umweltlehre, the designer might be helped to flip the per-
spective andmore fundamentally start with the users’ perspective (Lagerstedt and
Kolbeinsson, 2021). The starting point would generally no longer be the question
‘how do I convey the functionality of this artefact to the user?’ but instead ‘what is
it that the user would need or desire, and therefore look for (actively or passively)
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in a certain situation?’. If a person is, for instance, stuck in a burning building, it is
helpful if door handles are shapedwith affordances inmind, facilitating opening of
doors with minimal need for contemplation. However, in that situation, the user
might not be looking for door handles, but rather looking for a way out, whether
or not they are able to interact with a door handle.

A notable subset of user-centred design is ‘user experience design’, which goes
beyond designing for usability and emphasise the need to design for a positive
experience (Hartson and Pyla, 2018). When done appropriately, the design de-
cisions are preceded by appropriate user studies (and not established norms or
other stereotypes), but this is not always the case. For instance, many robots are
being developed for older people based on assumptions regarding ‘elderly’ (which
is a problematic term since it is othering and perpetuates age related stereotypes;
American Psychological Association, 2020, p. 135) instead of including represen-
tatives as consultants (Frennert and Östlund, 2014; Frennert and Östlund, 2016;
Bradwell et al., 2019). Even worse is when insights from psychology are used to
design for experiences that may be positive at a short time scale, but harmful in
the long run. For example, encouraging addictive behaviour (Berthon, Pitt, and
Campbell, 2019) or relying on deceptive appearances (Lacey and Caudwell, 2019)
can be used to trick users into behaving in a way that they are not actually willing
to behave. Such practices are known as ‘dark patterns’ (Mathur, Kshirsagar, and
Mayer, 2021), and are arguably not in line with these design principles since they
are disregarding, or even being detrimental towards, the users’ well-being.

Another branch of design principles focus on ethics, justice, and inclusively. For
instance, the universal design principles (Connell et al., 1997) were developed as a
kind of accessible design that emphasise increasing inclusively and reducing stig-
matisation (Story, 1998). It has been defined as ‘the design of products and en-
vironments to be usable by all people, to the greatest extent possible, without the
need for adaptation or specialized design’ (Connell et al., 1997), thus making an
explicit stance for prioritising changing the tools and the environment rather than
the humans (which are the tree possible options according toVanderheiden, 1998).
These design principles have, however, received criticism for being overly inclusive
in the sense that nothing can be usable for everyone, and ‘user sensitive inclusive
design’ has been proposed as a more appropriate and practical way of extending
traditional user-centred design (Newell and Gregor, 2000). There has typically
been a focus on disability when discussing and developing inclusive design princi-
ples (e.g. Keates et al., 2000; Newell and Gregor, 2000), but other causes of exclu-
sion (such as gender) has received some attention as well (Olbrich et al., 2015).

A more recent movement is that of design justice, which highlights the respon-
sibilities of designers and promotes the idea of not only being active in improving
inclusion of the users, but also actively improving inclusion of designers (Costanza-
Chock, 2020). Participatory and community-led design emphasising lived experi-
ences, while avoiding exploitation of the participants or their communities, are im-
portant from this perspective, and the designers are considered facilitators rather
than experts. A fundamental idea is to work for sustainable and positive societal
change derived from accountable, accessible, and collaborative processes. This
can be considered part of a modern call for perspectives ‘beyond user-centred de-
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sign’ (Forlizzi, 2018), where the user is considered as one part of a much larger
system. The user and the artefact is part of a social, ecological, and economical
context, which needs to be interacted with sustainably (United Nations General
Assembly, 2015; de La Bellacasa, 2017; Forlizzi, 2018; Costanza-Chock, 2020).
This call for a broader sustainable approach in design is as relevant now as it was
when it was called for in the 1960s and 1970s (Papanek, 1984; Monteiro, 2019;
Costanza-Chock, 2020).

Personas
From broad perspectives to specific tools, ‘personas’ is a commonly used tool for
representing humans, ormore specifically (potential) users, in various design con-
texts (Cooper et al., 2014; dos Santos et al., 2014; Medlock, 2018; Nielsen, 2019).
Personas can be roughly defined as ‘composite archetypes based on behavior pat-
terns uncovered during the course of our research, which we formalize for the pur-
pose of informing the product design’ (Cooper et al., 2014, p. 62). This definition
contains several important ideas related to the nature and purpose of personas, so
it is worth spending some time dissecting. A good start is to highlight that personas
are archetypes derived from empirical data, not stereotypes derived from assump-
tions. This empirical data would typically come from researchers studying users,
but personas can be co-created together with the potential users the personas are
intended to be used for (Fuglerud et al., 2020). Another reflection to make from
the definition is that a persona is a composite, in terms of identifying a typical user,
not an average user (Cooper et al., 2014, ch. 3). It is also a tool to be used for a pur-
pose, it is not intended as some general classification. How, specifically, a persona
looks will thus depend on the specific use cases. It is the specific case and context
that is used to derive what features of attributes need to be captured to provide the
relevant and defining characteristics of the user groups. It is therefore also com-
mon to complement personaswith scenarios; a similarly archetypal composite, but
this time of a use case (Cooper et al., 2014, ch. 4).

The use of personas can be seen as a way to address the criticism of the univer-
sal design about having an overly broad scope. Instead of trying to make design
decisions that will be appropriate for everyone, personas can be used to better un-
derstand how different users will be helped of hindered by the design, and such
understanding can support informed design decisions while avoiding the problem
of designing based on own preferences or stereotypical opinions (Cooper et al.,
2014, ch. 3). A potential problem with traditional personas, however, is that they
tend to abstract away someof the important contexts anddynamic aspects from the
users. This has led to the development of the ‘persona spectrum’ and the ‘persona
network’ (Microsoft Design, 2016). An important part of the intended value of the
persona spectrum is to provide a richer understanding of disability, by classifying
disabilities into ‘permanent’, ‘temporary’, and ‘situational’. A person might, for
example, have permanent problems of picking up groceries dropped on the floor,
because the person do not have any arms. Another person might have the same
problem, but only temporarily, because of healing arm injuries. A third person
might not have that problem in general, but do if they happen to be in a situation
where they, for instance, are carrying a baby. That way it can be easier to step away
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from stereotypes and realise how improved design with a certain minority in mind
might also benefit plenty of people beyond that group. The persona network has a
similar benefit of a richer understanding of the situation of users, but in this case
by include the social groups and communities the user might be part of. Family,
friends, and strangers alike may fundamentally impact how a user interacts with
an artefact.

Although the personas are intended to be used in relation to some specific artefact
and use case, it is a tool used to help designers empathise and better understand
the users. A particular technique that can facilitate such exploration is role-playing
(Hammer et al., 2018). There are many kinds of role-play, often performed for
recreational purposes, and can be described as a form of improvised theatre with-
out an audience beyond the participants (Zagal and Deterding, 2018), although
there are exceptions. By assuming the role of a character, it is possible to explore
the context and dynamics of that character, which can have benefits both for ped-
agogical reasons when teaching, and for communicative or exploratory reasons
when designing (Laurillard, 2012; Hammer et al., 2018; Lagerstedt and Nalin,
2021). The persona can in such cases be used as the character sheet (a succinct
description of the character, assisting the player in remaining in character) for the
role-play (Lagerstedt and Nalin, 2021).

Another non-typical way of using personas have been proposed specifically for
HRI; to serve as a tool when design personalities for robots, where the personas
are used to capture the robots rather than the users (Whittaker et al., 2021). Using
personas in this way was helpful both in the design process, but was also beneficial
for researchers studying the impact of personalities in interaction with robots.

7.3 CHALLENGING NORMS USING ROBOTS
In HRI, there exist plenty of norms for all aspects of the field, ranging from the
properties of humans and robots, to the interactions and contexts (e.g.Duffy, 2003;
Bradwell et al., 2020; Sparrow, 2020; Henschel, Laban, and Cross, 2021; Hover et
al., 2021). These norms have to be continuously challenged to make sure that they
are valid for each specific context, and that exclusion and other harm isminimised.
To do so, it can be useful to approach the field reflectively. Reflective approaches
have been applied to several domains, such as nursing (Bulman and Schutz, 2013)
and HCI (Sengers et al., 2005), and has its roots in pragmatism. Reflective think-
ing is characterised by open mindedness, wholeheartedness, and responsibility,
so to engage in reflective thinking is to be an active, curious, and critical listener,
committing to the task at hand, and obtaining a responsible attitude in the sense
of being willing to consider the consequences of a planned action (Dewey, 1933).
A defining aspect is the continuous re-evaluation of assumptions and models that
are relied on, in particular from a norm-critical point of view (see e.g. Nyhlén and
Gidlund, 2019). The system that is reflected on is systematically scrutinised in an
effort to make implicit assumptions and expectations visible. Worth noting is that
‘critical’ is here used in the scientific sense of questioning and assessing assump-
tions, not in the colloquial meaning of disapproval (see e.g. Patton, 2014, p. 692).
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An opportunity to reflect on what norms are perpetuated, what structures are rein-
forced, and who are allowed to contribute arises when designing research projects,
or choosing with whom to collaborate. Some structures and decisions are beyond
individual researchers, but it is always possible to be reflective, and there at least
some things that can be done at any level (Winkle et al., 2023a; Winkle et al.,
2023b). It is also important to consider the potential negative impact the work
might have when choosing where to get funding or with whom to collaborate, in
particular since work that may be innocent in isolation or small scale could poten-
tially be used in harmful ways at a later stage (Monteiro, 2019; D’ignazio andKlein,
2020; Williams and Haring, 2023).

When recruiting participants or involving end users, it is important to not only rely
on those easily accessible, but to actively seek out a variety of participants to im-
prove representation from sub-groups among the end users (Sefyrin et al., 2013;
Shamsuddin et al., 2014; Nyhlén and Gidlund, 2019). It is also important to make
sure that normative but ill fitting structures are not forced onto the participants
(Sefyrin et al., 2013), as it might lead to the norm-breaking people being made in-
visible, which, for instance, has been the case (and largely still is) for non-binary
people in both HCI (Offenwanger et al., 2021) and HRI (Winkle et al., 2023a). Be-
yond simply making sure to include representative users, it is therefore important
to scrutinise who is excluded by the selection and what impact such exclusion will
have. In particular due to the difficulties of appropriately capture intersectional
aspects.

When creating an artefact, it can also be difficult to predict what aspects will turn
out to be problematic, for example due to the complexity or due to the dynamic
nature of the world. A particular example is the bias associated with designing for
specific accents in voice interfaces (Rosén and Lagerstedt, 2023). There will nec-
essarily be some accents that are better handled than other, but that does notmean
that the problem should be ignored. On the contrary, it should be highlighted and
addressed tominimise negative impacts or findways to avoid the problem asmuch
as possible. It is, however, important to be sensitive and careful when addressing
the problems to avoid introducing, recreating, or enforcing problematic structure
from a human-human context into HRI (Williams, 2023). There aremany parts of
a technical system that allows for vocal interaction, such as transforming the sound
to something a computer can process, methods of extracting and analysing seman-
tic content, and generating sounds or other signals to send back to the human, and
there might be problematic bias to address in each of those steps (Pucher, Schuch-
mann, and Fröhlich, 2009; Hannon, 2018; Torre and Le Maguer, 2020; Singh
et al., 2022). For instance, even though it is a machine that extracts the seman-
tic meaning of a statement, the methods and models of doing so tend to include
biased structures while not having enough semantic context to sufficiently handle
important nuances (Caliskan, Bryson, and Narayanan, 2017; Thiago, Marcelo, and
Gomes, 2021).
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7.3.1 THE VALUE OF ANECDOTES

An important part of working against problematic norms and bias is for the de-
signers and researchers to be critical and vigilant, and aware that it might not be
good enough to benchmark against the averages. Key information might lie in the
extremes, the unusual, or statistical outliers (Rosén and Lagerstedt, 2023). The
vigilance is particularly important since some of those that suffer themost from the
biases are conditioned to expect less, andmight blame themselves (rather than the
technology) for not being good enough (Pyae and Scifleet, 2018; Singh et al., 2022;
Rosén and Lagerstedt, 2023). If the data is analysed naively or superficially, such
problems might easily be missed since the participants themselves might claim
that everything is fine.

Although qualitative analysis would generally be better at handling the rare events,
the data is sometimes too sparse even for such methods, and there might also be
practical reasons for why it is not possible to investigate all such instances in all
studies. However, documenting such observations or suspicions could serve as
anecdotal evidence to explicitly study further at another time (Rosén and Lagerst-
edt, 2023). Relying too heavily on anecdotal evidence can be problematic for sev-
eral reasons. For example, the lack of control can make it difficult to draw conclu-
sions regarding how common the phenomenon is andhow it relates to other things.
Anecdotal evidence has had an important role in animal studies, even though the
use has declined in recent years (Ramsay and Teichroeb, 2019; Kret and Roth,
2020). Part of the value can be related to the idea of scientific revolutions, where
certain traditions, paradigms, methods, and models will co-develop within scien-
tific fields, and being refined until a point where their problems will start to over-
take the benefits, and a revolution will take place in the field (Kuhn, 1962/2012).
Certain phenomena might be so unthinkable within a certain paradigm that it be-
comes almost invisible, so recording or documenting it as anecdotal evidence can
fill an important role in the development of the field.

Some examples of phenomena in animal studies that were discovered and stud-
ied through anecdotal data are creativity (Bates and Byrne, 2007) and infanticide
among langurs (Hrdy, 1977). An important and widely studied phenomenon in
HRI that started as anecdotal evidence is the uncanny valley effect (Mori, Mac-
Dorman, and Kageki, 1970/2012). In addition, it is not uncommon in current HRI
to conduct studies with a relatively low number of participants in relation to the
potential variables (Baxter et al., 2016; Bartlett et al., 2022; Zimmerman et al.,
2022), so some of those could almost be considered anecdotal. Finding ways to
appropriately document potentially important phenomena, that are still anecdo-
tal, should be a priority within HRI, not least since it is still a young field in an
exploratory phase.

7.3.2 ROBOTS HANDLING NORMS

There are different strategies that can be used when designing robots that will nec-
essarily face and perpetuate norms in some way. It might, for example, be possible
to alleviate somepotential negative impact by striving towards customisable robots
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(Winkle et al., 2021a). Instead of locking the robot in accordance with some as-
sumption regarding how the user is, or what they want, some decisions can be left
to the user. This strategy (like any strategy) is, however, not without problems. For
instance, the personalisation of the robot can increase the amount of (potentially
sensitive) personal data needed from the user, leading to issues regarding privacy
and data protection (Rueben et al., 2018; Funk, Rosen, and Wischniewski, 2020).
There might also exist harmful norms and values held by potential users, so in-
stead of conforming to such norms the designer has a responsibility to challenge
them (Monteiro, 2019), for instance by designing robots to challenge, instead of
accepting, sexist remarks (Winkle et al., 2021b).

Another strategy would be to actually include some sensitivity, awareness, or re-
flective ability in the robots themselves, which in turn can be framed within the
context of Diversity, Equity, and Inclusion (DEI). It is possible to focus on differ-
ent aspects of DEI, which in turn can lead to DEI in either a weak or strong sense2.
Diversity can be facilitated through cultural sensitivity, however, simply focusing
on diversity can lead to a weak kind of DEI. To achieve DEI in the strong sense, it
is necessary to emphasise inclusiveness, which requires empathy. To be included
is is not enough to be tolerated, but to meaningfully participate.

Although the weak–strong distinction might sound like one alternative is bad and
one is good, but it is rather two good things, of which one goes further. Culturally
sensitive, for instance, is an important aspect of promoting and handling diversity,
and therefore essential for building trust and acceptance for many real world situ-
ations relevant for robots (Zantou and Vernon, 2023). Such sensitivity is related to
moral competence, since many moral decisions consist of navigating or negotiat-
ing culturally grounded norms and rules (Malle and Scheutz, 2019). The feasibility
of ever being able to create moral or ethical machines has been questioned, par-
tially with the argument that such decisions can only meaningfully bemade from a
context of lived experiences (Sparrow, 2021). The argument can, however, mainly
be seen as questioning the feasibility of machines achieving strong DEI, since the
main problem of lacking lived experience would mainly be a problem in relation
to developing empathy. Such empathy would not only require the robot to know
about the rules, but be able to determine if the rules are problematic, and in such
case break them. In other words, the robot would need to be autonomous in the
strong sense (as in having ‘the power and freedom (the right) to be subjective and
act according to one’s own will’, Stensson and Jansson, 2014, p.457), which would
require a will of its own, and it would require the robot itself to have a reflective
approach. Empathy would serve as a way to look beyond the own self, and attempt
to understand the world from someone else’s perspective.

It would arguably be possible to create robots that use reflective methods to iden-
tify problems, and then reprogram themselves while running to adjust their be-
haviours (e.g. Ortin et al., 2014), but that would in turn introduce several new
problems of different kinds, such as technical, legal, and ethical (Scheutz, 2016).

2This distinction was proposed by David Vernon at the workshop ‘Inclusive HRI II—Equity and
Diversity in Design, Application, Methods, and Community’ held in conjunction with the ACM/IEEE
International Conference on Human-Robot Interaction in 2023; https://sites.google.com/view/dei-
hri/home.
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Increased autonomy for the robots would necessarily be at the expense of the hu-
mans’ control, which would make questions related to responsibility (both in a
legal and an ethical sense) more complicated. However, such machines are still
far from real, and it is doubtful if such machines will ever be possible (Ziemke and
Sharkey, 2001; Groom and Nass, 2007; Dehaene, Lau, and Kouider, 2017; Thell-
man and Ziemke, 2021).

Although truly reflecting robots are still far from being deployed, and might not
ever be possible, it can still be beneficial to aim for at least partly reflecting robots
using norm-critical approaches. It might not result in fundamentally reflecting
robots, but it might highlight problems to then be addressed in other ways. For
example, finding ways to not hinder and even promote inclusiveness, bringing
attention and focus to temporal and dynamic aspects of interaction, and moving
from a pathogenic towards a salutogenic perspective on diversity and care might
all be facilitated by such efforts. Investigating how machines could and should
handle norms and norm violation (e.g. Malle, Bello, and Scheutz, 2019; Winkle et
al., 2021b) is therefore important whether robots are critically reflecting or hard-
coded to behave appropriately.

7.3.3 STUDYING NORMS USING ROBOTS

It is often proposed that social robots will have an important role in future soci-
eties, and understanding social robots would facilitate informed decisions regard-
ing design of compatible robots and societies. Although the development of social
robots is still in an early stage, and such robots are often technically too imma-
ture to handle many of the contexts indented for them. There is, however, a role
that social robotics can already actually fill, which is worth highlighting; they are
already sufficiently mature to be used as research tools when studying things like
attribution of identity and relations of social norms. It is, for example, possible
to design experiments where such factors are explicitly manipulated, or, going the
more implicit route, examining the discourse surrounding social robots. If a robot
is not able to handle a certain situation, it might be possible to study the problem
under controlled circumstances, and potentially reverse engineer underlying fac-
tors and norms. Social interaction and identity could thus be studied synthetically
by attempting to recreate or induce certain phenomena (similar to how robotics in
general has been proposed as a way to study cognition synthetically; e.g. Brooks,
1986; Pfeifer and Bongard, 2006). Even though there are many differences be-
tween robots and humans, some of the social factors and mechanisms when in-
teracting with agents might be similar, so investigating such subjects using robots
might provide results that are at least partially generalisable to human-human con-
texts, while reducing potential harm to human participants.

For example, gender is a complex aspect of identity which is not only ascribed to
humans, but also non-living objects such as robots (Seaborn and Frank, 2022;
Seaborn and Pennefather, 2022). With the gendering of robots follows gender
stereotypes, that are also transferred to the artificial agents (Nass, Steuer, and
Tauber, 1994; Brahnam and De Angeli, 2012), including robots (Eyssel and Hegel,
2012; Tay, Jung, and Park, 2014). It could be possible to use such stereotypes by
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encouraging genedering in a way that align the gender stereotypes with the tasks
the robot is intended to do, which could increase trust and reduce uncanniness
(Paetzel et al., 2016). That would, however, enforce the stereotypes also for hu-
mans. A robot might be designed to fulfil a specific role, but humans should not be
forced into roles based on such stereotypes. On the other hand, it might be possi-
ble to explicitly design against such stereotypes to reduce such gender stereotypes
over time also for humans (McGinn and Torre, 2019; Bernotat, Eyssel, and Sachse,
2021; Torre et al., 2023). The robots can, for that reason, be used not only to study
the nature and dynamics of stereotype formation and gender attribution, but also
serve as a tool to shape more socially sustainable future societies.

Among the factors that induce gendering of robots are the physical shape of the
robot, the task they are intended to do, and the context in which they are sup-
pose to operate, but all of these tend to be fixed when working on robot design
(at least since it is common to rely on standard hardware). Another such factor,
that is typically much easier to control, is the robot’s voice. The voice of the robot
could therefore be used as a tool when designing interactive robots, to inspiremore
complex approaches to gender (Torre et al., 2023). Initial studies along these lines
have, through experiments via the crowdsourcing-platform Prolific, shown that
such manipulation is possible (Torre et al., 2023), but there are several more ways
to expand such research. Both in terms of methodology (such as including inter-
action between the participant and a physical robot), and in terms of scope. The
results might, for instance, be different (in scale or in kind) based on which par-
ticipants are included, and it might be possible to adjust the experiments in ways
that more clearly elucidates the underlying mechanisms. Such underlying mech-
anism might be generalisable to gendering of non-robots as well, or generalisable
to ascription and dynamics of other aspects of identity.

As always, it is important to be careful whenworking on such subjects, not only be-
cause it can be sensitive, but also since social structures, albeit socially constructed,
have real impact on the lives of real humans. Conducting action research, apply-
ing the results, or in other ways contributing to change is an important aspect of
science, but it has to be done with care and reflection to minimise the risk of caus-
ing more harm than good. For instance, Williams (2023) argue that the concept of
‘not seeing colour’, as in ignoring race as a factor when understanding the situa-
tion of a human, is naive at best and oppressive at worst. However, when building
robots designed to interact with humans, it is even worse to try to implement ‘race
detection’ or similar features, as it would perpetuate, enforce, and automate racist
practices and ideas.

As a final note on emphasising norms and norm-violation when studying humans
is that it might seem like ‘only’ an ethical issue, and those aspects are important.
These things are, however, also important fromamethodological standpoint, where
the validity of the research is increased when the assumptions, and their impli-
cations, are better and more explicit understood. Failure to capture or under-
stand norm-violating aspects in amodel might enforce the invisibility of the norm-
violating aspects, which in turn leads to an increased apparent generalisability at
the cost of reduced actual generalisability (Shepard, 2016). This is particularly
problematic when the apparently generalisable norms get absorbed into models,
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which in turn is used to build new models, making it even more difficult to de-
tect the underlying norms (Saltelli et al., 2020). In interdisciplinary fields, such
as HRI, this can be particularly problematic, since unravelling what models and
results are compatible can be extremely difficult when somany fields are involved.
The under-reporting of ethical and methodological aspects of research studies in
HRI (see e.g. Riek, 2012; Rosén, Lindblom, and Billing, 2021; Bartlett et al., 2022)
makes this even more difficult, and might contribute to a replicability crisis (e.g.
Irfan et al., 2018; Ullman, Aladia, andMalle, 2021; Leichtmann, Nitsch, andMara,
2022). Considerations like these highlight how entangled ethical and other aspects
of validity are (Shepard, 2016).

CHAPTER SUMMARY
This chapter has focused on methodological aspects of HRI, with a particular fo-
cus on the humans in the field; researchers, participants, and users. The many
perspectives, as well as techniques andmethods, of relevance to HRI hasmade the
discussions of chapter 2 particularly useful for this chapter. There has also been
some focus on the more theoretical aspect of what models are used for humans
in HRI, and what consequences (and to some extent opportunities) that can lead
to. For that reason the discussions of chapter 4 has also been important for this
chapter.

Through the discussions of this chapter, it is not only specific aspects that have
been highlighted, but so has the complexity of the field. Not only the intersec-
tional nature of human identities and their relations to the world have been im-
portant, but also how studies in HRI is thoroughly integrated in a societal context
with ethical implication and restrictions. Some of the material on which this dis-
cussion is based is work that is already published, and which I have contributed
to (e.g. Rosén and Lagerstedt, 2023; Rosén, Lagerstedt, and Lamb, 2023; Torre
et al., 2023; Winkle et al., 2023a).

This chapter concludes part II of this thesis, which has been on the topic ofHuman-
Agent Interaction. The topic was arguably dealt with backwards, since the first
chapter in this part focused on different kinds of interactions, the second on the
different kinds of agents, and the third on different kinds of humans, but it should
still be possible to follow the narrative. For the next (and final) part, the topic is
traffic and vehicles, which will be addressed in the lab, in theory, and in the wild.
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CHAPTER 8

DRIVERS’ PERCEPTION OF THEIR
VEHICLES

As mentioned many times before, agents come in a vast range of types, with dif-
ferent properties, and artificial agents are designed for a large amount of different
purposes. In part II Imainly focus on direct interactionwith robots in general, how
robots relate to other agents, and what impact specific design choices can have. I
also highlighted many general research related aspects of the field. In this part I
will discuss interaction between various agents in a specific domain, one that is
quite complex, where there is little overall control, but is very relevant to the ev-
eryday environment ofmany people. The domain in question is the traffic domain,
which I will discuss at several levels, from the interaction between the human and
their vehicle to the system as a whole and as part of society. This initial chapter
relies heavily on material published in Thill et al. (2018), and chapters 9–10 are to
a large extent based on Lagerstedt and Thill (2023a) and Lagerstedt and Svensson
(2022).

The traffic domain already exists, contrary to some scenarios in HRI that are still
hypothetical or in an early stage of maturity. The traffic domain also constitutes
common everyday situations which contain several kinds of natural as well as ar-
tificial agents, interacting in several ways. There are, for instance, the interaction
between the diver and their vehicle, the driver-vehicle-system and other road users
(of which a subset can be other driver-vehicle-systems), and the driver and the pas-
sengers in their vehicle. In some cases, for example with pedestrians or cyclists,
several people can be in a state where they are all drivers while still interacting like
each other’s passengers. The traffic context is thus not only unusually valid from
an ecological perspective, it has also a rich range of agent and interaction types to
explore and consider.

As seen before, there are several perspectives to take, and selecting a perspective
will determine what questions and methods are appropriate to use. If not suf-
ficiently careful when specifying perspective, there is a risk of overgeneralising
results, or missing specific phenomena. For example, with some perspectives, it
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would be necessary to focus on the nature of perception of human drivers. The na-
ture of perception and the consequences that follow are important to understand,
not only from a basic research perspective, but also to make informed develop-
ments of driver assistance systems or create appropriate infrastructure. A better
understanding of human perception should in turn lead tomore efficient tools and
safer traffic environments. These tools should not necessarily amplify the abilities
of the driver, but can instead transform the role and tasks of the driver to some-
thing that is more suitable for the human driver (see e.g. Hutchins, 1995a, p. 155).
To understand what tasks are suitable, it is important to understand human per-
ception and action in a way that is grounded in the appropriate context. Other im-
portant factors to consider are what the respective interacting agents are capable
of, and how to distribute the responsibility for the tasks and situations (Lagerstedt,
Riveiro, and Thill, 2017).

Another perspective of relevance when considering the traffic is instead focused
on issues for self-driving vehicles. This perspective has, however, two major as-
pects to consider separately; 1) perception, and 2) explainability. The first can
be seen as a parallel to issues for the human driver; how is the environment ac-
cessed and appropriately responded to? However, in the human perspective the
driver’s task might be simplified by providing tools for the human. In the vehi-
cle perspective, such strategies might on the one hand be seen as providing tools
for the vehicle, but might on the other hand be seen as an adjustment to the ve-
hicle itself. Similar ideas have been discussed for humans as well, in terms of, for
instance, extended or enactive cognition, where the distinction between tool and
tool user is not always seen as meaningful. The idea is, however, arguably less
controversial when enhancing an agent that is entirely artificial. In such a case, it
might be more appropriate to consider the adjustments as an increase in the vehi-
cle’s level of automation instead of an addition of an external support tools for the
vehicle. This distinction is not necessarily relevant for the vehicle, but can rather
have consequences for the interactionwith other agents, such as the human driver,
and would for instance determine where in the top part of the landscape (figures
5.1–5.2) of Lagerstedt, Riveiro, and Thill (2017) the system would be considered.
The issue regarding whether the systems are considered separately, or if they are
seen as one larger system, has been studied explicitly in a controlled experiment
where human drivers travelled in a virtual world using a traffic simulator (see Thill
et al., 2018), further discussed below.

This also ties into the second aspect, regarding the explainability of the vehicle
behaviour, of relevance both to improve the driver’s abilities and the passengers’
experience. Explainability of decision making processes of artificial systems is, as
mentioned in previous parts, recognised as an issue of great importance in sev-
eral related fields, such as AI and robotics (Samek, Wiegand, and Müller, 2017;
Wachter, Mittelstadt, and Floridi, 2017; Langley et al., 2017). As mention above,
support systems in the traffic domain have been shown to be more trusted and re-
lied upon in cases where the support systems provide information regarding their
recommendations (Thill et al., 2018).

150



CHAPTER 8 DRIVERS’ PERCEPTION OF THEIR VEHICLES

Figure 8.1: A sketch of the driving simulator setup used in the project TIEB (made byMikael Lebram,
reprinted with permission).

8.1 EXPERIMENTALLY STUDYING PERCEPTION
AND INTERACTION

To better understand how a driver perceives their vehicle, and what consequences
that can have on the driver’s behaviour, a between-subject experiment was de-
signed as part of the project TIEB (see Habibovic et al., 2016; Thill et al., 2018),
of which I was a part. TIEB is an acronym of the Swedish project title ‘Tilltron till
systemets Intelligens som ett verktyg för hållbara Energiffektiva Beteendeförän-
dringar’, which roughly translates to ‘The Apparent Intelligence of the System as
a Tool for Sustainable Energy Efficient Behavioural Change’. The main hypothe-
sis the project was that the perceived abilities of different sub-systems that drivers
use influence each other. If, for example, the driver is underwhelmed by the per-
formance of the adaptive cruise control, their trust in the lane changing assistant
may be hampered. The experimented was focused on a driving task that the partic-
ipants were asked to solved in a virtual environment using a traffic simulator. The
virtual environment was projected both in front of and behind a physical car (see
figure 8.1), making mirror use and other gaze behaviour relevant. The experiment
consisted of six different conditions, which differed in terms of what information
the driver got and how that information was presented.

The participants of the studywere asked to complete a questionnaire before and af-
ter the experiment, and a subset of the participants were also invited to participate
in a brief interview immediately after the post-experiment questionnaire. Not all
participants were interviewed, since the intended quantitative analysis had higher
demands on the amount of participants, whereas a sufficient saturation was ex-
pected from the qualitative interviews with a lower number. Saturation in this
context refers to the stage of data collection where additional interviews (or what-
evermethod is used) do not provide any new information, since everything froman
additional interview has already been collected in previous interviews (Glaser and
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Strauss, 1967, ch.3). If anything, the additional interviews might provide confi-
dence to the interviewer that everything has been found (Glaser and Strauss, 1967,
ch.3). There are, however, many different uses and interpretations of the concept
of saturation, and the concept is not without problems (Fusch and Ness, 2015;
Sebele-Mpofu, 2020). There is, for instance, a risk of apparently achieving satu-
ration at a stage when only a subset of the opinions have been heard, a risk that is
particularly likely when only a few interviews have been conducted (Patton, 2014,
p.300-301). The first couple of interviewsmight just happen to bewith people with
similar opinions, and their responses might therefore not varymuch, leading to an
apparent saturation.

When designing the experiment, the intention of the interviews wasmainly to gain
insights related to usability aspects of the interface, and it was argued that not
many interviews are necessary to capture most usability issues (Nielsen and Lan-
dauer, 1993). Since the large amount of work of conducting, preparing, and (most
importantly) transcribing and analysing interviews with all participants could not
be motivated by enough additional insights, it was decided to randomly select 4
men and 4 women from each condition to be interviewed. Making sure that the
interviewees were selected from all groups in a similar matter made it possible to
triangulate the results using the different methods (Denzin, 2017).

The experiment itself started with a brief tutorial, in which the participants were
allowed to drive around on a virtual test track until they felt sufficiently familiar
with the setup. After the tutorial, the virtual car was moved to a location outside of
the test track, and the participants were asked to drive to a specific location, and to
try to behave as if in a natural driving environment. To find the way to the location,
the participant had access to a navigation aid as well as traffic signs in the virtual
environment. A total of 127 participants (as well as 11 participants assisting in one
of the two pilot versions of the setup), each randomly assigned one of six condi-
tions, took part in the experiment. Four of these participants had to be excluded
from the analysis, due to not completing the task, leaving 123 participants to be
analysed. A power analysis was performed before the start of the experiments, us-
ing a significance level of 0.05, desired power of 0.8 and the effect size of 0.4. This
resulted in the suggestion to use 20 participants per condition (i.e. 120 partici-
pants in total) so when conducting the experiment, the intention was to slightly
surpass this number to get some margin without testing an unnecessary amount
of people.

8.2 THE INTERFACE
The sub-systems used in this study were navigation- and eco-driving aids, imple-
mented as heads-up displays (HUD), that is, the interface was projected in front
of the driver. For simplicity, the HUD was projected on the wall in front of the car
rather than on the windscreen of the car. For this reason, there was not any par-
allax between the HUD and the environment, which would otherwise be the case,
but it was not expected to have any larger impact of the result. Several variants of
the interfaces were implemented and combined into six different conditions, and
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Figure 8.2: An example of the interface of the driver support system overlaying the virtual environ-
ment. Green features are part of the eco-driving system, blue features are part of the navigation aid,
and yellow features are part of the general feedback to the driver.

a between-subject setup was used to explore them.

The development of the interfaces followed a design and creation methodology,
in which an iterative process of development and evaluation was used (Peffers et
al., 2007). During the initial part of this process, undergraduate students in user
experience design assisted in the project by brainstorming prototypes at a work-
shop. From these prototypes, the research group developed a few new prototypes
that were evaluated in semi-structured focus group discussions with four differ-
ent participants. In these interview-like evaluations, the different concepts were
discussed, to facilitate some more informed prototypes to be tested in the traffic
simulator.

Two rounds of pilot studies in the driving simulator were performed to evaluate
the interfaces. The pilot studies were evaluated by observing the behaviour of the
participants while driving, and by performing casual unstructured interviews af-
terwards. The type and quality of the provided feedback was sufficient to move
forward in the design process.

The resulting interfaces consisted of a small number of icons, some text, and a
large arrow always pointing in the direction suggested by the navigation aid (see
figure 8.2 for an example). Some icons were always present, but more or less high-
lighted, whereas other icons were only visible when deemed relevant to the driver.
When text was used as part of the interface, it appeared as short snippets to explain
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Table 8.1: The six different conditions used in the study. Each participant did the experiment once,
and was assigned to a randomly selected condition. The comparisons were made between groups.

Eco:
None Basic Intelligent

Navigation:
Basic Condition 1 Condition 2 Condition 3

Intelligent Condition 4 Condition 5 Condition 6

recommendations, and the amount of text varied between conditions. The inter-
face was colour coded so that anything related to the eco-driving aid was green,
anything related to the navigation aid was blue, and general feedback from the
system to the driver was yellow.

The interface was designed to present information from two different sub-system;
an eco-driving aid and a navigation aid. Both a basic version and an ‘intelligent’
version was created for each sub-systems. The intelligent version provided rea-
sons for the recommendations, andwas therefore intended to be perceived asmore
intelligent (despite that the actual recommendations were the same in all condi-
tions). To make sure that the results were comparable, the total amount of in-
formation was designed to be at similar levels for the basic and intelligent ver-
sions to exclude actual informativeness as a confounding factor. Having at least
a basic navigation system was necessary for the participant to find their way, but
eco-driving aid was not instrumental to the experiment in that sense. For that
reason the six combinations presented in table 8.1 were used as conditions in the
experiment. The two conditions without any eco-driving aid was used as a kind of
benchmark for the navigation aid interfaces, validating that the version designed
to be perceived asmore intelligent, actually was perceived asmore intelligent. This
benchmarking also made it possible to see what differences in behaviour to be ex-
pected due to the different levels of perceived intelligence in the navigation aid.

8.3 THE SIMULATED WORLD
Each participant performed the driving task once, and was thus only exposed to
one of the conditions. The participant was randomly assigned a condition to min-
imise the risks of confounding factors due to unintentionally assigning people with
particular properties or attitudes to particular conditions. A typical behaviour for
each condition was derived from the data, and this was used to compare effects of
the manipulation. Each condition was thus replicated with several different par-
ticipant, making it a replicated experiment (Zelkowitz and Wallace, 1998) with a
between group design.

As mentioned above, the experimental setup utilised a traffic simulator. It con-
sisted of a physical car that functioned as a controller, which was used by the par-
ticipants to interact with the virtual world. A local server simulated the virtual
world, which was then projected around the car using seven projectors (one di-
rectly in front, two directly behind, one on each side, and two angled projections at
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the forward sides, see figure 8.1). All projections were slightly overlapping, apart
from the blind spots at the sides behind the driver (there were also no projections
in the blind spots above and below the car), supporting the illusion that the par-
ticipant is driving around in the world with an apparent 360○ view. In addition to
the visual representation of the virtual world, the participants were able to hear
the virtual world (mainly the motor sound) by having the sounds playing through
the physical car’s audio system. Since a full physical car was used as the controller,
the participant was able to interact with everything within reach as if it was a reg-
ular car. To further enforce the illusion, the car was hooked up to a device that
made the car vibrate slightly, and the amount of vibrations was proportional to the
simulated motor speed, in turn providing tactile feedback to the driver. This setup
was designed to be as immersive as possible, in an attempt to improve the external
validity of the experiments (Zelkowitz and Wallace, 1998).

The simulated world contained a simple road network. It was inspired by a kind
of Swedish countryside, with forests, fields, and hamlets. All participants got the
instruction to drive to ‘Nusseboda’, which could be reached by following the signs
along the road. In addition, the navigation aid was always present with informa-
tion regarding what path to choose. Obstacles on the road hindered the driver in
two occasions along this route. The navigation aid was aware of these obstacles
and recommend a better route, whereas the road signs remained unaffected. The
recommended route was slightly longer, but also more efficient in this particular
case, since it could be traversed with less interference.

The driver started in a forested area in the virtual world, and would eventually
make their way to an open, albeit slightly hilly, landscape. The weather in the sce-
nario was somewhat foggy, but with no precipitation. The fog wasmainly included
in world to reduce the computational requirements of running it, by reducing the
distance at which things were visible and therefore reducing the amount of objects
to render. The fog was interpreted by the participants as a weather phenomenon in
the virtual world, and several participants pointed out that they were particularly
mindful of their speed and paid close attention to their surroundings due to the
reduced visibility.

The participants shared the road network with several simulated road users on
scripted routes. Most other road users were regular cars, but a monster truck was
included at one point. The monster truck was an example of an unusual feature
that could be asked about after the experiment to examine what the participant
remembered about the trip. As a control for the question about the monster truck,
participants were also asked about if they remember seeing a blue buss (which did
not exist in the simulation). Another special feature in the virtual world was a deer
standing next to the road. Apart from asking the participants about the deer, it
was possible to study if the participants were slowing down, or giving way, as a
behavioural indication on their perception.

Given the results of a prior project (Thill, Hemeren, and Nilsson, 2014) it was ex-
pected that an improvement in perceived intelligence would improve the level of
trust and obedience in the driver. That wouldmean that the conditions on the right
side in table 8.1 would lead to more trust in the eco-driving system than the condi-
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tions on the left side. The expected result of a column-wise comparison would be
that the trust in the navigation system from the driver is higher in the conditions
in the bottom row of the table than in the conditions in the top row of the table.
Since one of themain questions of this study was whether trust of a sub-system can
bleed over to another sub-system, it is trust in the eco-driving system that has to
be evaluated when doing the column-wise comparison, and trust in the navigation
system to evaluatewhen doing the row-wise comparison. Since the considered sys-
tems are identical in the compared conditions, the observed differences should be
due to the other sub-system, since that is where the difference in condition is.

8.4 THE COLLECTED DATA
Several different channels were used to collect data. The entire simulation was
logged to the degree that it was replayable after the participant was done. The
audio in the car was also recorded, so any utterances by the participants could
be played back and studied. For half of the participants, eye-tracking data was
recorded. In these cases, a video is recorded of what happens in front of the face
of the participant, as well as the location of the participants pupils. By combining
the video from the eye-tracker with the pupil location, it is possible to infer where
the gaze of the participant was directed at any given point. Before and after the
simulation session, background information and opinions were collected from the
participant in form of two questionnaires and an interview. In total, 46 partici-
pants were interviewed, and they were randomly selected in a way that resulted in
4 men and 4 women from each condition were interviewed (with the exception of
two conditions where only 3 women were interviewed).

The data set was thus rich, and afforded both quantitative and qualitative analy-
sis. For the quantitative analysis, the the operationalisation of the of the research
questions led to several variables to examine. The independent variable of most
interest in the experiment was the level of perceived intelligence, and the level of
trust the participant had in the system was a variable dependant on this (Thill,
Hemeren, and Nilsson, 2014). Further, there are several constructs connected to
these variables, and some of the more important variables that were considered
are:

Route At two places along the road, the road signs and the navigation system
do not agree. People who do not trust the navigation system would follow the
signs to a larger extent than the people who do trust it. If no difference in the
selected route would be seen, it was expected to at least see a measurable dif-
ference in the time it took the participant to make the decision.

Fuel consumption Participants who trust their eco-driving system should be
able to complete the task using less fuel, due to them following the instruc-
tions from the system quicker and more accurate.

Break pedal, throttle, and gear Participants who trust their eco-driving
system should use the break pedal and throttle less, and should in general be
in a higher gear.
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Placement on the road The placement on the road is something that could
possible be used as an indication for trust in the navigation system. There will
always be an arrow pointing in the direction where the driver needs to go, and
this arrow will also indicate where on the road the car should be.

Subjective reports In the questionnaire that the participants fill out after the
experiment, they are both implicitly and explicitly asked about both the per-
ceived intelligence and the trust they have in the system. They answer this
using Likert items, that is, the participants indicate to what degree they agree
with various statements, and those interviewed also had the opportunity to
explain their impressions in their own words, albeit that would generally fall
under the qualitative analysis.

The eye-tracking data was primarily recorded to be able to get back and review
strange events and odd behaviour. It was also used to confirm that the partici-
pants actually saw (or at least directed their gaze towards) things that they did not
remember afterwards. It was thus mainly analysed qualitatively, and no statistical
analysis was conducted on it. The largest obstacle for using this data more, was
due to the coding being done manually, which is a time consuming and labour in-
tense process, and approximately 50 hours of material was recorded. Without any
particular plan for the analysis, that is, some specific feature or aspect to look for,
it was not considered worth the time and effort.

8.5 RESULTS
The analysis of the routes that the participants tookdidnot showany strong results,
nor did the placement on the road. The qualitative data revealed some reasonable
explanations for that, namely that the placement of signs were sub-optimal lead-
ing to the participants doubting themselves too much in case of conflicting infor-
mation, and even the most basic navigation system was generally followed. Prior
experience of navigation systems was also contributing the the view on the ability
of this particular system. The analysis of the placement on the road did not reveal
any relevant results either.

Regarding pedals and gears, the participantswhohad the support of an eco-driving
system spent a significantly higher proportion of the time coasting. Participants
also changed gears at lower engine RPM when using an eco-driving support sys-
tem, and significantly more so when the system provided justifications.

In the fuel consumption data, two general categories could be identified; those
already using a eco-friendly driving style, and those using a more fuel consuming
style. This could be seen as twodistinct bumpswhenplotting the distribution of the
mean fuel consumption of all the participants (see figure 8.3). The distributions
are generated by approximating the data with two normal distributions, namely:

Y = pφµ1,σ1

1 + (1 − p)φµ2,σ2

2 (8.1)

where φ is a normal distribution with mean µ and standard deviation σ, and p is
the probability of sampling from the first normal distribution. For the all partici-
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Figure 8.3: The distribution of the mean fuel consumption of all the participants (red dashed curve),
and the six individual conditions. See also Thill et al. (2018).

pants, the distribution fit the observations well (R2=0.9925, RMSE=0.034), given
the parameter values p = 0.91, µ1 = 5.30, σ1 = 0.30, µ2 = 6.35, and σ2 = 0.25 (Thill
et al., 2018). The two bumpswere visible inmost cases, but themore efficient driv-
ing style was more common in all conditions. The difference was most noticeable
with less informative systems, indicating that the more informative system made
the inefficient category more efficient. Overall, the results support the notion that
providing reasons for why a support system puts forward a certain recommenda-
tion improves adherence in comparison to merely presenting the recommenda-
tion. Interestingly, the results also indicate that the driving style of participants
was less eco-friendly if the navigation system provided justifications but the eco-
system did not. This may be due to participants considering the two systems as
one whole rather than separate entities with individual merits. This is an impor-
tant result, as it shows how the context of a system can affect how that system is
used or experienced.

8.6 DISCUSSION OF THE EXPERIMENT
The question is then, as with all studies, what can be learned from this experiment,
and answering that has two sides. One relates to the results, as in what patterns
can be seen, and the other relates to themethods, as in issues related to the validity
of the design.

For the results, there are several things to note. For instance, the perceived prop-
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erties of the system are important for how it is used, and it is possible to change the
behaviour of a user through careful design of the interface. This way drivers can
be trained to adopt a more fuel efficient driving style without explicit education
but instead using subtle nudges, and by highlighting aspects that facilitate better
use. A way to understand this, related to perspectives discussed in previous parts,
is that the perceived properties of a system is of great importance for the user, and
will have a large impact on how something is used. It does not matter much what
the actual properties of something is, if the user are not aware of them.

Another lesson to learn from this experiment is that individual sub-systems are
part of a larger system, and the sub-systems need to be understood within the con-
text of the larger system. A module in isolation will likely be perceived and used
different compared to when it is integrated in the relevant context. When, for ex-
ample, evaluating an interface for a driver support system for a car, it is important
to do this in an environment and situation as close as possible to the environment
and situations where it is intended to be used. Using images printed on paper with
different interface designs will make it possible to consider and discuss properties
of the different alternatives, but certain aspects are lost in the transfer between
implementations. In an actual car, the interface becomes part of a larger whole,
and the possible ways to use the interface changes. Even though the shapes and
colours are similar for several things, they simply do not mediate the same func-
tional tones. Although there is value in testing things in isolation and in controlled
situations, it is also important to complement such tests with more complex stud-
ies where the interference of other aspects are not only seen as noise, but as amore
realistic context. In the worst case, insufficient testing and evaluation could lead
to dangerous situations. If, for instance, an interface of a car has not been suffi-
cient tested, a driver might end up in an unusual traffic situation in which objects
start to mediate unexpected functional tones, for example, equipment such as the
brakes might become invisible when the driver panics. That said, it can be difficult
(or more likely impossible) to examine every theoretical possibility and adjust the
design in a way that always works. There are always trade offs to make, and it ulti-
mately comes down to make the right priorities, and an important role of various
studies is to provide empirical evidence to facilitate informed decisions. However,
as mentioned in previous chapters, not least chapter 7, what paradigms or design
guidelines are used, and what participants are invited, can have a large impact on
what kind of issues are likely to be identified and which will remain undiscovered.

Another aspect to consider in relation to the interaction of sub-systems in terms
of attitudes and perceived properties is when there is dissonance that give rise to
a conflicting view on the system as a whole. More research is needed to better
understand what aspects of a sub-system can determine how strongly that sub-
system will change the perceived properties of other sub-systems and the system
as a whole. This has been discussed to some extent in previous parts of this thesis,
and is discussed in terms of conflictingmodalities in Lagerstedt and Thill (2023b).
As argued previously, Umweltlehre might be a good perspective through which
such phenomena can be studied. Functional tones can, for instance, be helpful by
framing the perception of objects and features in a pragmatic and situated way.
The sub-systems can in that way be studied in the context of the whole system
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and the domain, while grounding it in the user’s goals and affective state. Relying
on functional tones in the design might also facilitate a focus on the user’s (e.g.
driver’s) needs and desires rather than the highlighting the capabilities of the tool
(similar to what was argued by Lagerstedt and Kolbeinsson, 2021).

The experiment is, however, looking at very specific aspects of the traffic domain,
and this is where the validity questions comes into play. Given the previous the-
oretical understanding of perception, this experiment can be seen as another in-
stance, or a validation, in a specific domain and context, thus strengthening the
more general theories. It is also possible to go the other way, that is, start with the
results from the experiment and evaluate when, where, how, and for whom these
results might hold. Such generalisations are often discussed in terms of external
validity. Although, the most obvious contribution of this study is for the traffic do-
main, the study has results possible to generalise beyond that to interaction with
artificial agents in a broader sense, since—as argued above—cars of sufficient level
of automation can be understood as a type of cognitive agent (Heide and Henning,
2006). The task of driving a car is, when increasing the automation of the vehicle,
moving away from being a case of tool use toward a cooperation task together with
an artificial agent (Thill, Hemeren, and Nilsson, 2014; Lagerstedt, Riveiro, and
Thill, 2017; Lagerstedt and Thill, 2023a). Vehicles with high level of automation
are therefore becoming increasingly relevant subjects to study as they can fill part
of the intersection between the traffic and artificial agent domains.

Another aspect of external validity is for whom the result might hold. Not much
demographic data was collected from the participants, and no patterns in the data
was identified based on the variables that were collected (age, gender, and prior ex-
perience of driving and simulators). It was not a main focus of the study, so there
might be patterns that went unnoticed in the analysis. The recruitment was done
via several methods in parallel, but mainly via posters distributed at and around
the University of Skövde, and in addition a registration terminal was installed on
campus. It is very likely thatmost participants were students at the university, and
half of the participants (63/123) were in the interval of 20–29 years old. Only men
and women were represented in the pool of participants (89 and 34 respectively),
which might unfortunately be due to bad design of the demographics part of the
questionnaire. In addition, due to the topic that was studied and how the exper-
iment was designed, all participants were required to have valid driver’s licenses
and had to be fluent in Swedish. For this reason, it is possible that the results are
valid for young, educated, Swedish men, but it can be difficult to identify if there
are particularities in that sample that make it specifically difficult to draw conclu-
sions for other populations as well.

Even though the internal validity tends to be high in experiments, that is, it tends
to be possible to identify which and how variables affect each other, there can still
be plenty of uncertainty with regards to what those variables represent. This is
in general an issue related to how the tested hypotheses are operationalised. A
general critique for experiments is that the high level of control the experimenters
have of the situation makes it very artificial and does not necessarily correspond
the intended situations outside of the lab. This applies to a large degree to simu-
lation studies, which adds further layers of threats to the validity, given that the
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simulation is there to provide an illusion to help the participant imagine that they
are in a certain situation. There are several aspects of a simulation that would
impact its validity and appropriate use, and to disentangle some of those aspects,
they can be classified into the three attributes fidelity, resolution, and scale (Banks,
2010). Fidelity refers to how closely the simulation matches reality, in particular
with regards to the phenomena or aspects most central to that which is studied.
Resolution refers to the level of detail of the simulation, and the scale refers to the
size of the simulation.

In this particular simulation, both the fidelity and resolution was fairly high since
the physical car allowed the driver to interact their immediate environment much
as they would in a real traffic situation, and the simulated world was populated
with various inanimate objects and mobile road users, mirroring that of the real
world. The scale of the simulation was, on the other hand, more limited. The road
network was quite limited, and each participant took around 10 minutes to drive
from start to finish. That said, there were plenty of things that could be improve,
both in terms of fidelity, resolution andmost obvious scale, but the levels usedwere
sufficient tomaintain the illusion. All participants were of course aware that it was
a simulation, but the design of the simulation helped the participants to immerse
themselves in the the simulated world and suspend their disbelieves. Something
that could be seen as evidence for high level the immersion was how a couple of
participants (who could not finish the experiment due to motion sickness) aborted
the experiment by first drive to the side of the road and park before exiting the car.
Most participants also made sure to park neatly at the end of the experiment, and
many were careful when they exited the car to make sure that there was no traffic
from behind to run them over as they exited.

A particular phenomenon that can threaten the external validity of studies where
participants are observed, independent of if it is in a lab setting or a naturalistic
or field observation, is the Hawthorne effect. The effect refers to the phenomenon
that participants behave different when they know they are observed compared to
how they would otherwise act. The name comes from theHawthorneWorks; a fac-
tory complex at which behavioural studies were conducted on the workers in the
1920s to better understand what factors affected worker efficiency (Adair, Sharpe,
andHuynh, 1989; Levitt and List, 2011). The results of those studies pointed at any
manipulation improved the worker efficiency, which was later interpreted as the
participants’ knowledge of being part of a study changed their behaviours. There
were, however, many methodological problems with the original study, and it is
contested whether the effect is real or not (Levitt and List, 2011), or at least in
which contexts or domains, and towhat extent the effect is relevant (Adair, Sharpe,
and Huynh, 1989). Even though the Hawthorne effect might not actually exist as
it was initially believed, there are effects with similar threats to the validity that
arises form the experimental setting. One such effect is placebo (Adair, Sharpe,
and Huynh, 1989; Levitt and List, 2011), another is how taboo topics might maker
participants reluctant to be truthful (Bateson and Martin, 2021, p. 18), and sub-
tle signals from the people running the experiment might affect the participants.
The latter effect has been identified both in humans (Hicks, 1970) and non-human
animals (Pfungst, 1911).
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Worth noting is, however, that albeit the Hawthorne effect or similar effects might
affect the external validity, it should not have much impact on the internal validity
since there is no reason to expect some conditions to be affected different by it than
the others. The internal validity is, after all, related to the risks of confounding fac-
tors impacting the result or confusion regarding the direction of the causation. In
general, the benefit of experiments (making them worth while despite the threats
to the external validity) is that the control they provide tend to make high internal
validity quite achievable.

This project started in 2014, and the data collection was conducted during 2015. It
provided empirical data of interest for the thesis, heuristic understanding of HMI,
and a starting point for further research. Several aspects have already been dis-
cussed or used in previous parts of this thesis, but there are still some things to
discuss specifically for the traffic domain. Not the least perception of traffic, be-
havioural change, and sustainability.

CHAPTER SUMMARY
In this chapter an experimental study in a traffic simulator (the results have pre-
viously been published mainly in Thill et al., 2018) was presented. The purpose
of the study was to investigate how the vehicle and its driving support systems
are perceived by the driver, and what consequences that will have on the driver’s
behaviour. Given the presence of driving support systems, this can be seen as a
special case of HRI where the vehicle is considered a robot. The traffic domain is
particularly interesting to investigate in anHRI context, since it provides situations
that are both complex and mundane.

Among the results were evidence of the sub-system affecting each other in a way
that indicated that drivers perceive the car and its driving support systems as one
entity. We also found that participants tended to follow the instructions of the sub-
systems to a larger extent when the sub-system where presenting as more intelli-
gent. This experiment has investigated aspects of interactions between individual
agents cooperating to navigate a complex situation. The next chapter will focus
more on the theoretical aspects of this domain, and the final chapter of this part
will present an empirical approach to capture some of the larger perspectives of
this domain.
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CHAPTER 9

INTERACTION IN TRAFFIC

Concepts related to perception in terms of functions have previously been applied
to the traffic domain as well. For instance, Gibson and Crooks (1938) used demand
characters (their translation of choice is ‘valences’) from gestalt psychology to un-
derstand various traffic related behaviour. A property that objects can have in this
context, which is relevant in the traffic context, is being obstructive. When driving
down a road, it is important to not run into any other road users, signposts, or other
obstacles. To be able to pass by objects safely it is necessary to have a safety mar-
gin, and this is describe as the demand character of obstructiveness bleeding into
the environment around the object, forming something called a ‘halo of avoidance’
(see figure 9.1).

The size and location of the halo depend on several things, not only the physical size
and location of the object it is based on. An object that is moving across the path
of the perceiver might do so in a way that will keep a fair distance to the perceiver
when they are at the point where the paths intersected. It will thus not have a halo
of avoidance although it located in front of the perceiver (see figures 9.1a and 9.1b).
There might, on the other hand, be an increased uncertainty about the location of
a moving target at a certain time, which will generally increase the halo. Other
sources of uncertainty can produce halos of avoidance, although there might not
be any object to attach it to. An example of this is a junction, where the view of the
roads leading in to it are obscured (see figure 9.1c). The halo of avoidance is thus
not only a property of an object to be avoided, but rather something that is only
meaningful in an interaction between an agent and its world. The risk associated
with the low visibility of the junction will therefore be a constructed part of the
Umwelt, despite potential lack of any physical danger. This can also be interpreted
in terms of the concept of object permanence, where the halo of avoidance might
follow a predicted or expected trajectory of an obscured object or agent (Lagerstedt
and Thill, 2023a).

Travelling through the world can thus be seen as a task of navigating in a field of
tension dominated by such halos. The path between the halos is named the ‘field of
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Figure 9.1: Examples of visualisations of halos of avoidance and fields of safe travel (adapted from
Gibson and Crooks (1938), reprinted from Lagerstedt and Thill (2023a)). The green objects are the
perceiver’s vehicle, the red objects are other moving objects, and the yellow area is the field of safe
travel for the perceiver. The paler objects are future or uncertain locations of the objects, the curves
indicate halos of avoidance. Figure (a) illustrates a moving object on the road, moving away from
the perceiver’s trajectory, (b) illustrates a moving object on the road, remaining in the path of the
perceiver, and (c) is the field in an obscured intersection.

safe travel’, and is perceived by the driver (Gibson and Crooks, 1938). Uncertain
trajectories of other objects and obscured sections in the environment can thus
cause the perceiver to change their own trajectory, both in terms of path and speed.
Since these halos are gradients there are various degrees of discomfort associated
with passing by objects at the various distances. There are several factors that can
affect what amount of discomfort an agentmight consider acceptable, thusmaking
different parts of the world accessible. An example of such a factor that can affect
how deep into the halo a perceiver is willing to go is what time constraints they
are under (Bärgman, Smith, and Werneke, 2015). The region comfortably in the
field of safe travel is called the comfort zone, where a safety margin is kept. As
the vehicle enters the safety margin, it will enter the discomfort zone and later
the dread zone. In the dread zone, it is still possible to avoid collisions, but only
barely, leading to severe discomfort or dread for those entering this zone. Beyond
the dread zone is the mitigation zone, in which crashes can only be mitigated but
not avoided (see Bärgman, Smith, and Werneke, 2015). A version of this has also
been studied as a problem of proxemics when negotiating paths with a humanoid
robot while being at different stages of urgency (e.g. Linard et al., 2023).

From this perspective, perceiving the surroundings is not necessarily done by iden-
tifying and classifying all objects in it; it is instead sufficient to gauge the halo of
avoidance of features of the environment. Objects are thus perceived in terms of
how they facilitate or prevent passing through, and these features canbe seen as the
relevant functional tones perceived under this circumstance. The halo’s of avoid-
ance can thus be considered constructs in the Umwelt. Other features in the envi-
ronment, such as properties of surfaces and how they are affected by the weather
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would also play a role in shaping the field of tension.

I have here, at least implicitly, considered the field of safe mainly from the driver’s
perspective, however, passengers aware of, or engaged in, the journey would also
perceive some field of safe travel, but that field would presumably depend on the
relation to, and perceived abilities of, the driver. The act of perceiving the envi-
ronment for the passenger is thus a complex phenomenon involving other agents
in different ways. It is further complicated if a vehicle of moderate automation is
considered. As systems start to increase in complexity in this way, they get rem-
iniscent of typical systems studied using distributed cognition approaches, how-
ever, in those situations it is typically decision making or information flow that is
studied, not perception of the individual actors (Hutchins, 2014; Nalin, 2017).

Framing it in a contextwhere the vehicle, or aspects of it, is gettingmore automated
will also lead to a more ambiguous role of the driver of such a vehicle (Lagerstedt
and Thill, 2023a). The roles of driver and passenger get much less distinct, affect-
ing and being affected by things like the drivers locus of control and what prop-
erties they perceive in the vehicle, and the dynamic will be affected by the under-
standing on the understanding of ability and responsibility in relation to the task
(see e.g. Lagerstedt, Riveiro, and Thill, 2017). This is particularly interesting when
considering that it is possible to classify drivers based on their driving style (e.g.
reckless or careful), and these categories tend to correlate with different interests,
expectations, and views on driving (Taubman-Ben-Ari and Yehiel, 2012). Some
drivers might, for instance, be more comfortable with the idea of leaving some of
the driving to the automated systems, whereas others might want as much control
as possible. It is therefore important to understand and consider different driving
styles, and the expectations that come with them, when developing intervening
systems (or media campaigns intended to influence opinions or behaviour for that
matter). There is otherwise a risk of those efforts having no or even opposite effect
on incompatible drivers (Taubman-Ben-Ari and Yehiel, 2012). Giving suggestions
that have been tailored for an opposing personality type will reduce the trust in the
system, thus leading tomisuse (Kaptein et al., 2012). However, rather than explic-
itly personalising the driving aids (e.g. by implementing learning algorithms in the
system, or having the driver select a preferred setup), the system could arguably
(based on e.g. Umweltlehre) be implicitly personalised by making features intrin-
sically salient to drivers in a particular state of mind or with a particular driving
style, and otherwise invisible.

It is worth noting that this issue of allowing for personalisation, and designing to
align with specific driving styles, was also discussed at the end of chapter 7, albeit
in a different context. In that case the issue was about how to address stereotypes
in social interaction; leaning in to the stereotypes might facilitate smoother inter-
action in the short term, but at the cost of perpetuating norms that might cause
problems for humans. In the context of driving styles, the potential harm might
instead be in terms of encouraging or validating reckless or otherwise dangerous
driving. The conundrum of when to challenge assumptions and preferences, and
when to lean in to them, remains.
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9.1 ENACTION AND SIMULATION THEORY IN THE
TRAFFIC DOMAIN

Since the possibility of creating vehicles with increasing ability in terms of automa-
tion is being studied, it is worth to also considermodels and theory from cognition.
The vehicleswould from this perspective be considered artificial agents existing the
world. The cognitive theories and models could in this way be tested in a synthetic
way, and the benefit for the designers of vehicles is to benefit fromknowledge about
agents that have been able to act and maintain themselves in the world for a long
time. An example of such bio-inspired design is using theories regarding dream-
ing as a way to generate and explore potential, but not yet experienced situation,
in a more efficient way than what other machine learning techniques would al-
low (Windridge, Svensson, and Thill, 2021). That particular example is utilising a
kind of simulation theory that has previously been tested in simulated robot exper-
iments (Hoffmann and Möller, 2004; Ziemke, Jirenhed, and Hesslow, 2005) with
simple robots, environments, and tasks, however, they tend to only superficially
resemble the everyday human tasks and environments. For this reason, the road
vehicle domain is particularly interesting as an appropriate setting for testing hy-
potheses regarding agents’ interactionwith their environment. The vehicles can be
considered situated in an environment in away (similar to animals)where themor-
phological particularities determine things likewhat terrain is possible to cross and
what features will serve as obstacles, which would be important to consider if the
vehicles are to learn fromexperience. The environment in real traffic is sharedwith
other agents of various kinds, and things like temperature and light will change
over time, making the problem particularly challenging. The complexity of the
setting might make it difficult to train only using situations that have been experi-
enced, so generating hypothetical scenarios using past experiences would provide
much needed additional learning opportunities. The hypothetical scenarios can be
used in combination with different strategies of exploration, such as intrinsically-
motivated learning where more attention is directed to unexpected things (see e.g.
Gurney et al., 2013), or motor babbling where different motor actions are tested
and evaluated (see e.g. Windridge, 2017). Although those hypothetical scenarios
might not actually correspond to real events, the scenarios can be used to gener-
ate hypotheses to later test (Windridge and Thill, 2018). Conversely, the models
can be used while exploring the real world as a forward model to predict events in
the near future, something that has also been proposed to happen for animals (e.g.
Porrill, Dean, and Anderson, 2013).

Although the field of safe travel and Umwelt has here been discussed in a way
that might indicate that such features are consciously derived and used for cal-
culated decision, that is not necessary (and would be similarly deflated as what
Feiten (2020) calls type 1 Umwelt). An alternative would be to skip the explicit in-
terpretation, and instead consider the field of tension by immediately treating the
sensory signals in terms of motor actions, allowing for an enactive understanding
of the situation. This idea has been combinedwith a simulation theory of cognition
where motor cortex is used to simulate potential actions before actually executing
them (Möller, 1999) to improve the level of automation of an automated vehicle
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(arguably generalisabe to other artificial agents as well) has been proposed by Da
Lio et al. (2015). They used a sensorimotor model to allow an automated vehicle to
interact with the world in similar terms as the field of safe travel. The sensorimotor
system can in that model be seen as a landscape consisting of all possible steering
rates on one axis, and all possible longitudinal jerks on the other axis. Within this
landscape, different regions are more or less appropriate depending on the envi-
ronment of the vehicle, as well as the past experiences, and goals and conditions
(such as urgency, or willingness to take risks) of the vehicle. On a straight road
without any obstacles, themost appropriate state is to remain at a low steering rate
and longitudinal jerk, however, the shape of the landscape will be adjusted as ob-
stacles appear or conditions change. The field of safe travel can thus be described
as acceptable regions in the landscape, and the functional tones of the environment
and its inhabitants will be responsible for the adjustments of the shape of the land-
scape. Using this kind of simulation theory can be seen as a kind of ‘dorsal loop’
mechanism, where the simulation generates and proposes several action possibil-
ities in parallel at various levels of abstraction from the perceptual situation (see
e.g. Cisek, 2007; Windridge, 2017). Which of the generated potential actions to
select and actually execute could be determined at a different level.

Again, it is particularly interesting to consider vehicles of intermediate levels of
automation, that is, when the driver has control of the system whilst the vehicle
provides various kinds of support as well as controlling some sub-systems. From
the driver’s perspective—when considered in terms of sensorimotor systems and
enactivism—the act of locomotion is different compared to when a vehicle with no
automation is used. Without automation, the vehicle is more similar to tools that
has previously been considered to disappear from a users phenomenological world
given sufficient experience. From a perspective of simulation theory it could be
considered that the experience of using the tool would re-train the meaning of an
action when it is mediated by the tool. The degrees of automation would also place
the vehicle on a gradient from tool to agent, making it less clear how to integrate
it into a simulation theory. The kind of automation in the vehicle would also have
implications for the social dynamics and interaction between the driver and vehi-
cle, as well as passengers and agents in the surrounding environment (Lagerstedt
and Thill, 2023a).

9.2 BEHAVIOURAL CHANGE AND TRAFFIC
There are several reasons for studying interfaces with vehicles and the perception
of and in traffic. One such reason is to use the traffic domain as context and exper-
imental setting for studying interaction with artificial agents. Another argument is
to understand the needs and desires of road users, which facilitates development
of more appropriate vehicles. What is more appropriate will as always depend
on what is used as a benchmark, or what aspect is measured. I have mentioned
some work intended to improve the level of automation of for automated vehicles
in terms of being able to navigating novel situations. The perspective in the begin-
ning of this part discussed interface design as a way to change the drivers’ driving
style in terms of increased fuel efficiency. Designing aspects of the traffic to facil-
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itate some change in behaviour is not uncommon, and among the reasons for it is
to improve the sustainability of transportation.

Behavioural change is not a new topic, and has previously been studied in sev-
eral domains and subjects, such as psychology and cognitive science. A common
domain to frame such research in is economy, and game theory (where rational
decision makers can be examined mathematically, see e.g. von Neumann, 1928)
is sometimes used as some benchmark. Humans are, however, not rational deci-
sion makers, and various biases and strategies often make real decisions deviate
from what would be expected from game theory. For instance, breaking against
habits and trying new things will by necessity introduce some increased uncer-
tainty. Many people have strong desires to avoid such uncertainty is often due to
the risk of some aspect of the outcome being significantly worse, and it is instead
preferred to keep relying on previously used alternatives. Among the factors at
stake are economic cost or convenience. This is a well known phenomena for deci-
sion making in general, relating to risk and loss aversion (Kahneman and Tversky,
1979; Tversky and Kahneman, 1992), but has also been observed specifically for
the context of mobility (Ben-Elia and Avineri, 2015).

A different kind of model borrowed from psychology that has been used within
the traffic domain to understand the change in mobility behaviour is the Theory
of Planned Behaviour (TPB) where the attitudes, norms, and perceived control are
considered fundamental for understanding social behaviours of humans (Ajzen,
1991; Ajzen, 2020). Using such models makes it possible to understand the un-
derlying mechanisms and reasons behind behaviours to make targeted efforts to
change behavioursmore efficient, or predicted effectsmore accurate. For example,
to make people rely more on public transport it is not enough to create a network
that is actually connecting the destinations, it is also necessary make the public
transport alternatives be perceived as accessible (Olsson, Friman, and Lättman,
2021) and attractive (Sukhov, Olsson, and Friman, 2022). This can be seen as an
example of a situation where the problem is not enough to apply game theory to
time tables and running costs; it is necessary to also include aspects such as atti-
tudes and norms of the users to understand, predict, or affect the traffic system.
Of course, the attitudes and norms of users might change, potentially as a conse-
quence of the new experiences facilitated by changes done using this model. It is
therefore important to also take such dynamics into account and be prepared to
change approach with the changing attitudes.

There are many reasons for people to move around, leading to different kinds of
reasons for being in a the traffic. One important class of reasons for this kind of
mobility is for reasons of leisure or tourism. A common reason for attempting to
induce behavioural change is to increase the sustainability of the traffic situation,
and there are many ways to do so. It is possible to classify strategies to change
behaviour in this context into three broad classes; (1) education and information,
(2) psychological/social approaches, and (3) institutional approaches (Hall, 2013).
The first approach relies to a large extent on the idea that humans are rational
decision makers seeking to make optimal decisions based on the information they
have access to. Based on this perspective, a more sustainable behaviour should
be achievable by informing and educating the potential travellers. Giving people
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what they require to make informed decisions, including highlighting the impact
of different decisions regarding, for instance, mode of transportation or kinds of
food to eat. Approaches like these have shown to have some effect on behaviour
(Heiskanen and Laakso, 2019), but the impact with regard to sustainable tourism
has not been particularly large (Hall, 2013).

The second approach, aims at more directly change the choices and behaviour of
individuals (Hall, 2013; Heiskanen and Laakso, 2019). One popular version of this
approach is in the form of nudging, which aims to create subtle cues in the envi-
ronment to influence decisions at a subconscious level, relying more on mundane
and automatic decision making and directly alter the choice made in a particular
situations (Lehner, Mont, and Heiskanen, 2016). A nudge does not change ones
values nor does it provide more information. Nudges do not educate, nor should
they remove choices, and they tend to be implementable at low cost. A concrete
example of a nudge that worked to reduce food waste withmore than 20 percent at
a hotel buffet was the combination of reducing the size of the plates at the restau-
rant and adding a sign encouraging guests to go several rounds instead of taking
everything at once (Kallbekken and Sælen, 2013). The reasoning for this is that
people will overestimate how much food they will eat while hungry, and not finish
the food they take if they take everything at once. Part of the nudging was in the
phrasing of the sign (‘Welcome back! Again! And again! Visit our buffet many
times. That’s better than taking a lot once’), making sure that it conveyed the right
message in the right way. The interfaces designed in the TIEB-project presented
in chapter 8 was partly relying on this strategy, showing that nudging in interfaces
with driving assistance equipment might be used to alter driving behaviour (Thill
et al., 2018).

Instead of attempting to nudge people tomake specific decision or change their be-
haviours in certain ways, nudges can be performed by having pre-selected default
choices that is in line with the behaviour that the nudgers favour. That way it is
necessary to actively change to the options not favoured by the nudgers if the users
desire them, and if the users do not have strong opinions on the matter, their deci-
sion will be what the nudgers consider better. An example of this is to provide the
sustainable transportation mode as the pre-selected default choice of online digi-
tal route-planning systems (Bothos, Apostolou, and Mentzas, 2015). Even though
this second class of approaches does change the behaviour of people inmany cases,
it also has some limits in addressing problems on a larger scale as well as making
sure that achieved changes persist (Hall, 2013).

The third class of approaches, the institutional approaches, focuses less on the in-
dividual user (in particular the individual decision maker in isolation) and has a
broader perspective that include systems of consumption, marketing, distribution
chains, infrastructure, and political agendas (Hall, 2013). This class of approaches
‘entails a more comprehensive chain of activities between the two extremes of pro-
duction and consumption, each link of which plays a potentially significant role
in the social construction of the commodity both in its material and cultural as-
pects’ (Fine and Leopold, 1993, p. 33 cited in (Hall, 2013)). Tomake tourismmore
sustainable through this perspective would require explicit coordination between
different stakeholders, and intentional and appropriate legislation from institutes
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with power to do so. There are many kinds of potential stakeholders in the context
of tourism including organisations working with planning the logistics of the trav-
eller (such as tourist organisations or travelling agencies), organisations working
with the actual transportation (such as public transport or vehicle rental), local
businesses relying on or constituting tourist destinations (such as cafes/restau-
rants, artisans, guides, or museums), organisations working on conservation or
infrastructure (such asmunicipalities or foundations/trusts), the local population,
andmore. Involving all stakeholderswill allow the issues to be addressed at amuch
larger scale and allowing for solutions related to the entire system, the infrastruc-
ture, or the business models.

9.3 SUSTAINABILITY AND TRAFFIC
In the experiment presented in chapter 8, behavioural change in a traffic context
was exemplified by route recommendation and eco-driving support. Eco-driving
is one strategy developed to increase the sustainability of motor vehicles. The term
‘sustainability’ is, however, used a lot in various context, so it is worth delving into
its meaning a bit more, and address the concept more explicitly.

Sustainability can be seen as the ability to sustain something, but in many situ-
ations where sustainability is discussed that ‘something’ can be many different,
sometimes interdependent, things at the same time, making the problem quite
complex. The complexity of the concept has, in addition to address sustainabil-
ity aspects of societal phenomena and systems, been acknowledged a long time
(Brown et al., 1987; Goodland, 1995; Milne, 1996; Moldan, Janoušková, and Hák,
2012). A common way to classify aspects of sustainability is using the three pil-
lars (sometimes classes, categories, or similar, partly based on what metaphor is
used) social sustainability, economic sustainability, and environmental sustain-
ability. This distinction is not universally applied, and neither the origin of this
taxonomy, nor the specific definitions of the pillars, are clear (Purvis, Mao, and
Robinson, 2019). It is, however, possible to provide some indication of what the
pillars tend to consist of. For example, social sustainability corresponds to some
kind of perpetuation of social values, identities, and institutions, and emphasise
the accommodation of individual need such as well-being, education, and cultural
expression in a societal context (Moldan, Janoušková, and Hák, 2012; Goodland
and Daly, 1996). Economic sustainability focus more on capital of various kinds,
and the general idea is that resources should only be exploited at a rate that al-
low the resource to recover (Moldan, Janoušková, and Hák, 2012; Goodland and
Daly, 1996). Environmental sustainability (sometimes called ecological sustain-
ability) will generally have a stronger focus on the physical or biological environ-
ment, often with the perspective of Earth as a life-supporting system that needs to
be maintained or even improved (Moldan, Janoušková, and Hák, 2012; Goodland
and Daly, 1996).

As mentioned before, many aspects of sustainability are interdependent, and this
also goes for aspects sorted into different pillars, which means that the pillars are
not independent (that is, not completely free standing, to keepwith themetaphor).
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The overlap and interdependence of the pillars has lead to questions regarding
what the purpose of them are, and how they should best be used (Purvis, Mao, and
Robinson, 2019). For instance, Goodland and Daly (1996) argue (primarily from a
perspective of environmental sustainability) that the taxonomy should be acknowl-
edged as a model with the understanding that models are simplifications, and the
classification is coarse on purpose to make the bigger picture or general phenom-
ena more visible. Despite the pillars being linked with large overlaps Goodland
and Daly (1996) argue that the pillars should be addressed in isolation to prevent
the concepts from becoming too fuzzy or overloaded. However, there are those
who instead argue that the different concepts by necessity should be addressed to-
gether since the interaction between the different aspects are contributing somuch
to the dynamics of the system as a whole (for instance argued from primarily a
perspective of economic sustainability byMilne, 1996). Regardless of the stance of
that issue, it is common to discuss sustainability in terms of trade-offs between the
different goals or requirements of the respective pillars, often in a way where the
different goals are assigned equal importance (Purvis, Mao, and Robinson, 2019).

Asmentioned previously, sustainability is the ability to sustain something, regard-
less of of the domains defined by the tree pillars. Among the issues that transcend
the distinction of the three pillars are fundamental questions regarding what it is
that should be sustained, what should be developed and for whom, and if devel-
opment can be compatible with sustainability (Purvis, Mao, and Robinson, 2019;
Goodland, 1995). The latter question can be a bit difficult to navigate, partly due to
the term ‘development’ sometimes being conflatedwith ‘growth’ (Goodland, 1995).
Growth is generally associated with some quantitative increase in something phys-
ical or material, something that would be difficult to maintain since the quantita-
tive increase somewhere would generally be a consequence of a corresponding de-
crease elsewhere. Development, on the other hand, can instead be seen as a kind
of qualitative improvement, and is not necessarily associated with a decrease in
quality in a different part of the system. Both growth and development are impor-
tant aspects to consider when dealing with sustainability since they are both kinds
of change, but maintaining a material increase is less likely to be reconciled with
sustainability.

With that established, it is important to remember that issues regarding sustain-
ability are global problems that affects the entire human population. This has been
acknowledged for a long time, albeit sustainability can be defined and understood
differently in different societies and contexts (Brown et al., 1987). For this rea-
son, it is important to find platforms to address these issues globally and at all
levels. An important step in this direction is the United Nations work on devel-
oping and adopting ‘the 2030 Agenda for Sustainable Development’ (United Na-
tions General Assembly, 2015). The agenda was adopted in 2015 and contains in
total 17 goals, distributed among all three pillars, seen as steps toward sustain-
able development. This agenda is using the taxonomy of the three pillars, and has
been an important reason for the popularisation of that model (Purvis, Mao, and
Robinson, 2019). The agenda is intended to be applied globally; internationally,
regionally, and nationally. At a country level, governments are urged to mobilise
all stakeholders to work towards identifying whole-of-society approaches that will
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facilitate the achieving of the agenda’s goals (United Nations Economic and Social
Council, 2020). Although progress has beenmade, the speed and scale is currently
not sufficient to meet the deadline of 2030, and global crises such as the COVID-
19 pandemic has in some cases eradicated some of the progress that was initially
achieved (Jensen, 2022). The pandemic is one of the reasons used as motivation
for urging increased multilateral cooperation and governance to increase the the
pace of the transformation during the 2020s, named ‘the Decade of Action’ for
sustainable development (United Nations Economic and Social Council, 2020).

One of the sectors that has a large negative impact on the environment, thus in
dire need to be transformed into something sustainable, is the transport sector
(Dickinson et al., 2004; Banister, 2011; EEA, 2020). Part of the solution, for in-
stance for reducing emissions from cars, could be technical in the sense of devel-
oping more fuel efficient engines for the cars. Another kind of solution could be to
change the driving behaviour so that the driving style is more fuel efficient. Con-
sidering a slightly wider set of solutions, a different kind of behavioural change
might be even more effective for reducing emissions from cars; stop using cars. It
might not be feasible to stop using cars entirely, but planning trips better to coor-
dinate errands or even use more sustainable vehicles for some trips could make a
big difference along those lines. For these kinds of behavioural changes, however,
it turns out that the purpose of the trip (such as if it is commuting or for leisure)
plays a part. For example, many people are less concerned with sustainability is-
sues when considering trips for leisure; common reasons are to be able to relax or
avoid thinking of problemswhile on vacation, arguing that a few slip-ups in an oth-
erwise sustainable lifestyle is fine, or sustainable travelling alternatives being too
expensive (Juvan and Dolnicar, 2014). The inconsistencies related to how peo-
ple behave in relation to their attitudes are sometimes discussed in terms of the
‘attitude-behaviour gap’ seen in sustainable tourism (Juvan and Dolnicar, 2014).
This phenomena is one of the reasons for why information and education (the first
class of approaches according to the taxonomy of Hall, 2013) about sustainability
and the impact of transportation is not always enough to get persisting behavioural
changes.

The attitude-behaviour gap can be found even among people with strong attitudes,
even to the degree of people classifying themselves as environmental activists (Ju-
van and Dolnicar, 2014). McKercher et al. (2010), as an example, found in their
study that the group of travellersmost aware of global warming and climate change
was the least willing group to alter their travel behaviour. Part of this result can
be explained by people deeply caring for the environment and sustainability issues
having adjusted their everyday lives, and by considering vacations and leisure trips
rare occurrences, it becomes possible to motivate choices that are less sustainable
(Juvan andDolnicar, 2014). The argumentmightmake sense at a glance, however,
it can be difficult to determine how much impact different options have. There is
therefore a risk that the total positive effects of the everyday choices are not even
offsetting the negative consequences of the allowed slip-ups used as a reward for
the everyday struggles. Such a situation is an example of the licensing effect; the
phenomenon where the risk of a person making a decision that is less morally jus-
tifiable is increased by a prior decision considered more morally justifiable (Khan
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and Dhar, 2006). It is primarily studied in an economical context in relation to
consumer behaviour where, for instance, consumers are choosing between what
they would consider necessary or luxurious. There are, however, also examples
highlighting risks in terms of pro-environment behaviours, where the fear is that
behaviour changes withminor positive impact on the environmentmight facilitate
later behaviours with greater negative impact (Geng et al., 2016). That said, there
are ways to reduce or circumvent the licensing effect. For instance, for people who
are committed to environmental goals, the licensing effect can be reduced bymak-
ing the connections clear between those goals and the options they are choosing
between, or by reminding people of the reasons for their earlier positive decisions
(Geng et al., 2016). Given these effects, it is important to remember that efforts
towards changing behaviours toward more sustainable alternatives could poten-
tially result in ultimately harmful tokenism. Even the best intended efforts towards
changing behaviour therefor need to be done with care, and be appropriately eval-
uated.

9.4 TRANSPORTATION AND TOURISM IN RURAL
AREAS

Despite the negative impact the transportation sector currently has on the environ-
ment (Banister, 2011; EEA, 2020; Dickinson et al., 2004) there are many societal
and personal benefits to travelling. Analyses of transportation is typically done
from the perspective of travelling as a cost (economic or temporal), and optimi-
sation of a transportation systems should be done in terms of reducing travelling
(Banister, 2008). But the travelling part of a journey does not have to be only neg-
ative, in particular when the trip is for leisure (Banister, 2008). Joys associated
with travelling part in itself can contribute to the reasons of venturing on the jour-
ney at all. To provide more sustainable transportation and traffic it is therefore
necessary to consider such hedonic values, and be aware that the problem is com-
plex and has many stakeholders with different goals and desires. The complexity
of the traffic domain has already been discussed a couple of times, but in this case
the intended scope is at a larger scale than the previously discussed agent-agent
interactions.

Part of the solutions to improve sustainability of leisurely travelling could therefor
be to change the mode of transportation, but it might still be necessary to design
urban areas in ways that reduce the need to travel. These solutions are not mutu-
ally exclusive, and could be implemented in parallel, for instance by promoting less
harmful modes of transportation by considering the spaces of the cities primarily
as places for people rather than places for cars (Banister, 2008; Banister, 2011).
However, a lot of people live outside the urban areas and a lot of transportation
happens within, to, or through rural areas. It is therefore also important to under-
stand that context, but ‘[d]espite emerging research on novel mobility solutions in
urban areas, there have been few attempts to explore the relevance and sustain-
ability of these solutions in rural contexts.´ (Poltimäe et al., 2022), a sentiment
shared, for instance, by McAndrews, Tabatabaie, and Litt (2018) and Scappini et
al. (2022). Work is done in this domain, but much of the documentation of it, in
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particular for biking and bike network design (an important type of vehicle to com-
plement the other modes of transportation) is found in what is sometimes called
‘grey literature’, that is, design standards, reports, handbooks, guides, and similar
(Scappini et al., 2022; Mauttone et al., 2017).

There are many reasons for rural areas to be particularly challenging for sustain-
able transport solutions, such as the low density of population and dependence on
urban cores, and private cars are often what people in such areas rely on (Poltimäe
et al., 2022; Mounce, Beecroft, and Nelson, 2020). It can be difficult to break out
of the situation, since the low population density makes it difficult to provide pub-
lic transports that fulfil the transportation requirements of the population, forcing
people to find other alternatives (often cars). As more and more people switch
over to the alternative modes of transportation, the pool of people relying on pub-
lic transport is reduced further. Not favouring public transport in rural areas is,
however, not only a trend seen in the local population, but also among tourists
(Le-Klähn and Hall, 2015). This is partly explained by the low supply of alter-
natives, but reasons such as general attitude toward public transport and ease of
bringing luggage and equipment in a private car are also contributing (Le-Klähn
and Hall, 2015). In addition, it can be relatively difficult to find relevant informa-
tion regarding the public transport system and how to use it, in particular when on
shorter stays (Dickinson et al., 2004; Le-Klähn and Hall, 2015). Another difficulty
of expanding the public transports for tourists in rural areas is that the necessary
infrastructure to develop might detract from, or even harm, the attractions the
tourists are intending to visit (Le-Klähn and Hall, 2015; Dickinson et al., 2004).

The relation between tourists and the local population in rural areas is another
complex dynamic of importance to consider. The tourism can be both a positive
and a negative force for the local population. For example, the tourists can, on the
one hand, provide income to local businesses, make some services more economi-
cally viable by increasing volumes, and helpmotivate projects formodernising and
renovating aspects of the communities (Greffe, 1994). On the other hand, there are
potential conflicts of interest between the local population and the tourists, for ex-
ample by the tourists’ contribution to wearing down natural or cultural sites, and
when developing the infrastructure and facilities for tourists it might be the inter-
ests of the tourism sector that is prioritised rather than the other local interests
and sectors (Greffe, 1994; Buckley, 2011).

In addition to the people involved, it is important to consider what differentmodes
are plausible in a rural context, and under what circumstances differentmodes can
replace each other. It is not possible to completely separate these issues, however,
since the permanent residents and tourists tend to have different requirements and
preference in regard to whatmodes of transportation are desirable (Poltimäe et al.,
2022). One general difference between the local commuting and the travelling of
the tourists is that the tourists do not only need to travel around at the location, but
also has to get to the rural area in the first place. Even in instanceswhere the goal of
the trip for the tourists is to explore the location using a comparatively sustainable
vehicle such as a bicycle, it is common to get to the location using a private cars,
potentially since it is so easy to transport bikes and other gear in the car compared
to public transport (Weed et al., 2014). Ignoring aspects of sustainability, private
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cars are in general often seen as a good option for transportation, and among the
many reasons are the perceived flexibility and control (in that there are no other
passengers or time tables to adhere to) it is associated with, and the ability to carry
luggage and equipment (Le-Klähn and Hall, 2015), but it is reasonable to ques-
tion to what degree the convenience of private cars is enforced by infrastructure
designed to prioritise such vehicles.

Cycling has, in contrast, been highlighted as a promising alternativemode of trans-
portation to includemorewhen shifting tomore sustainablemobility both for com-
muting and everyday transport (Cairns et al., 2017; Gallo and Marinelli, 2020) as
well as for leisure and tourist transportation (Weed et al., 2014; Gazzola et al.,
2018). Even including the negative effect of tourists using motorised vehicles to
bring their bikes to the locations, it seems like the bikes have a net positive ef-
fect in terms of sustainable transport (Weed et al., 2014). Cycle tourism has also
shown promise as a desirable way to explore little-known and remote territories,
with economical, social, and environmental benefits as a consequence (Gazzola et
al., 2018). Worthmentioning is that there is some conflation of conventional pedal
powered bicycles and bicycles where the pedalling is complemented with an elec-
tric motor. These two categories of bikes are in many ways similar, but they also
have their differences making themmore or less appropriate given different crite-
ria of evaluation. For instance, electric bikes have been shown to be particularly
relevant as a substitute for some other modes of transportation, such as cars and
public transport, for various kinds of trips, including commuting, going shopping,
and visiting friends (Cairns et al., 2017). The electric bikes tend to allow higher
convenience at longer and faster trips, but can also stimulate increased use of con-
ventional bikes as well (Cairns et al., 2017).

One particular area that has received some attention in the literature regarding
cycling as a mode of transportation is the design of the infrastructure around it,
in particular the bicycle road network both in urban (Mauttone et al., 2017) and
rural (Scappini et al., 2022; McAndrews, Tabatabaie, and Litt, 2018) areas. In
addition to studying where to appropriately locate the bike lane, there are several
other aspects examined for such infrastructure, such as how bike lanes interact
with other infrastructure (Krizek and Roland, 2005; Buehler and Dill, 2016) and
how to establish policies to facilitate cycling (McAndrews, Tabatabaie, and Litt,
2018). There are, however, still gaps remaining in the understanding of appro-
priately developing cycling as a mode of transportation, both technical and social
aspects. The subject is complex withmany stakeholders and dependencies on local
particularities.

CHAPTER SUMMARY
In this chapter, the traffic domain has been discussed theoretically from several
perspectives. The chapter started from the perspective of perception of individ-
ual agents, to some extent relying on a discussion published by Lagerstedt and
Thill (2023a). Some of the theoretical perspectives in this chapter are largely as-
pects of theories presented in part I of this thesis, but applied to the traffic do-
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main. The focus then shifted to address some of the larger perspectives on traffic,
including its part of society and relation to sustainability. Some of these latter
parts are extended discussions partially relying on material published by Lager-
stedt and Svensson (2022). In particular through the perspectives of behavioural
change and sustainability, the different levels have been tied togetherwhile provid-
ing touch-points with aspects discussed in other domains and contexts throughout
this thesis.

The end of this chapter got increasingly focused on sustainable transportation of
tourists in rural areas, which is partly in preparation for the next chapter. That
chapter will conclude this part by introducing and discussing empirical work con-
ducted to better understand traffic from the perspective of tourists in a rural part
of Sweden.
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CHAPTER 10

USERS’ OPINIONS ON ELECTRIC BIKES

To make technological solutions relevant, it is important to put them in an ap-
propriate context. That has to some extent been discussed thus far in this thesis
in terms of the interaction between the machines and the users, or the users and
other agents. It is, however, important to expand this even further and ask ques-
tions such as ‘why would this situation arise in the first place?’. For instance, in
addition to understanding how a car driver is interacting with their car, and how
two car drivers and their cars are negotiating an intersection, it is important to
know what they want to achieve with such an interaction. Improving sustainabil-
ity of the transport sector might partly be achieved by the interface of the vehicle
instructing the driver to adopt a less resource intense driving style, it might be
achieved by improving the interaction between car drivers to improve the flow of
traffic, or it might be achieved by removing the need of journeys or having the car
driver opting for a different mode of transportation instead of the car. In this fi-
nal chapter, I will discuss preferences and opinions regarding electric bikes as an
option for transportation when visiting a rural area as a tourist. This discussion is
largely based on already published material (Lagerstedt and Svensson, 2022).

An opportunity to investigate the users’ attitudes and experiences of electric bikes
for leisurely transportation in rural areaswas presented through the Interreg funded
project ‘Sustainable Mobility for Rural and Urban Transport’ (SMaRT1) that ran
from 2020–2022. Interreg is a type of project, financed by the European Union2,
intended to facilitate cooperation across borders, making it possible to address
various societal issues at a more relevant or practical level. The SMaRT-project
in particular was a collaboration between municipalities, universities, and other
relevant stakeholders in parts of northern Denmark and western Sweden, with the
intention to examine how to improve the sustainability of transportation of people.
This is done both in an urban and rural context, and both for commuting and for
leisure, using several techniques and perspectives. Several modes of transporta-
tion were considered in the project, among them bikes (electric and conventional),

1https://smartprojekt.se/
2https://interreg.eu/about-interreg/
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trains, electric cars, self driving shuttles, and more. Among the explored strate-
gieswere improving infrastructure (such as design and decoration of train stations,
and lighting, location, andmaterial of paths), improving services (such as rental or
booking services), and providing information, support, and rewards. A fundamen-
tal principle throughout the project was ‘samskabelse’ (Danish for ‘co-creation’), a
kind of user-centred co-creation practice3.

As a part of this project, focusing on sustainable mobility of tourists in rural Swe-
den, participants were invited during the summer of 2021 to take part in a study
by spending a day as tourists in different parts of Skaraborg, Sweden (Lagerstedt
and Svensson, 2022). The participants were provided electric bikes to use when
moving around during the day, and there were three different kinds of trips that
the participants had selected their trips from (see table 10.1 for a brief summary).
One option was to explore the vicinity and town of Lidköping, and both the other
options started in the town of Skara. When starting from Skara one option was to
visit some historical landmarks in the region and the other was to go visit a water
park. After the trips, the participants were interviewed in a semi-structured way
to document their experiences and opinions.

10.1 THE THREE CASES
The three cases were designed to cover a variety of situations where people are
visiting Skaraborg for leisure, and were designed with different demographics in
mind. The general format was, however, the same for all participants; the partic-
ipant, or more commonly, a small group of participants arrived in the morning at
the centre of the starting town. In the cases where the participants travelled as
groups, the participants in question knew each other from before. After arriving
in the respective towns, they met with a person responsible for the bike rental ser-
vice, who helped the participants with collecting and setting up their bikes (and
related equipment, such as bike carts). The bikes were returned at the same place
in the evening, and between pick-up and drop-off the participants had a more or
less structured plan for the day. The participants were allowed to deviate from the
plan, and the expenses (such as entrance fees and cost for lunch) in the plan (but
not improvised deviations from it) was paid for by the project. The participants
were also always able to get in contact with a person from the bike rental store, so
it was always possible to get assistance if necessary.

In the first case:
the participants started in Lidköping, a small town on the southern shores of lake
Vänern. The target participants of this casewas a group of adults and children, that
is, usually a family of some kind. In addition, the intended typical participant in
this case did not havemuch prior experience of Lidköping (at least not everyone in
the group), and came to visit the town for one or a couple of days. The travel time
for the participants to Lidköpingwas therefore preferably notmore than a couple of
hours. In the six different visits that constituted the study, the children were in the

3https://www.samskabende.com
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Table 10.1: Summary of cases, also described by Lagerstedt and Svensson (2022). The cases focused
either on older adults or families including children as the target user group, and had different start-
ing location and purposes.

Case Start Target user Purpose of trip

One Lidköping Fam. with children Explore town and vicinity
Two Skara Older adults Visit historical landmarks
Three Skara Fam. with children Commute to a water park

age range 1–13 years, and the adults were parents or close friends to the children’s
parents. The plan for the day was to explore the town and its vicinity, but the
specific content of the day depended onwhat packagewas selectedwhen signing up
as participants. For instance, one version was focused more on physical activities
(such as including a friendly pentathlon and time for playing and swimming at
the beach) and another included more museum visits (such as a petting zoo and
a museum themed around lake Vänern). That said, the participants were free to
spend the day as they desired at the time. Some groups stuck closely to the plan
and only made some smaller adjustments on the fly whereas other groups used the
original plan more as a base to start from.

In the second case:
the participants started in the Skara, population-wise roughly half the size of Lid-
köping, located on the plains of Västergötland. The area is rich in historical land-
marks and has been of economic and politic importance in the establishment and
development of Sweden. Themain goal of this trip was to visit two specific histori-
cal landmarks; VarnhemAbbey, a Cistercian abbey from the earlymedieval period,
and Kata Farm, an excavated building from the late Viking Age. Both these land-
marks are located in the small village Varnhem, 14 km from the starting location.
The value of the trip was not only in the historical sights in Varnhem; the path that
the participants followed was selected to provide enjoyable natural or agricultural
vistas (for an example, see figure 10.1). Even some of the natural features are of
cultural and historical relevance. For instance, the bike path pass through some
wetlands, in which the lake Spånnsjön was recently restored. The lake was drained
in the 19th century to accommodate for the expanding agriculture at the time. The
lake was restored in 2015 mainly for ecological reasons, but benefits to recreation
and tourism were contributing factors when deciding on the restoration. It thus
serves as a concrete example showing how the relation between human society
and nature changes over time.

When the case was designed, the main target group was older adults. The par-
ticipants were all close to retirement and undertook the journey by themselves or
in pairs. Four instances of this case was part of the study. The participants were
recommended a specific route that they were to follow, both there and back again.

In the third case:
the start was the same as for the second case, that is, in central Skara. This time,
however, the bike trip was evenmore explicitly a kind of commuting, since the goal
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Figure 10.1: An example of the view from the bike path between Skara and Varnhem, used by the
participants in the second case.

of the trip was a water park 7 km from where the bikes were picked up. The first 5
km of the proposed trip was shared with case two. The target group was children
who, together with their custodians, visited the local water park for the day. The
idea was to investigate if this kind of trip, usually carried out in a car, could be
replaced by a bike trip, and the intended participants would therefore either live
in Skara or in its vicinity. Five instances of this case was part of this study, and
in each instance a group of 1–2 adults and 1–3 children (aged in the range 2–16
years) participated.

10.2 RECRUITMENT AND ANALYSIS METHODS
The recruitment of participants was done primarily via social media in the form of
an ad, informing potential participants about the opportunity to take part in the
study. The ads were targeted to people in Västra Götaland (the county of Sweden
in which Skaraborg is a part) in particular people who’s search patterns indicated
that they might be interested in the trip. The potential participants were offered
different pre-planned options for being a tourist in Skaraborg for a day. Not only
the three previously mentioned cases were available; some other cases using other
means of transportation where studied in parallel in the same area, and used the
same recruitment form. This form included a question regarding why the partici-
pants wanted to take part in the project, whichmade it possible to find appropriate
participants and filter out frivolous applications. It wasmade clear to the potential
participants that the expenses for the tripwas paid by the project, and thatwhat the
project wanted in return was to interview them regarding their experiences. The
participants were of course able to retract their consent at any point without any
repercussions, but no participant left the study before completing the interview.

There are different ways in which the selection of participants gets biased by this
method. For instance, the people most likely to be exposed to information regard-
ing the call for participation are people who regularly use social media. This might
result in a sample with habits or attitudes towards digital and social solutions that
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might not represent the intended population. That said, several of the participants
mentioned that they learned about the opportunity through friends who saw the
ads and forwarded the information, thus potentially reducing this bias somewhat.

Another risk of bias in this sample was that it was clear already from the ad that
sustainability was a central aspect in the study. The potential participants might
therefore be more or less keen to apply based on their attitudes regarding sus-
tainability and environmental protection. Framing the project in terms of sustain-
ability might also lead to participants adjusting their opinions in relation to that.
Another reason why participants might adjust their opinions (intentionally or not)
to align with what they might believe is expected of them is that the costs of the
trip was paid by the project. Even the knowledge that they are part of a study, and
maybe more importantly that they had been asked to take notes and reflect on the
trip in preparation for the interview, might lead the participants to be more con-
scious about the trip and what they did on it, compared to a regular trip. All these
things can reduce the validity of the study, but in some ways it could also improve
the validity. The people signing up for the study were also likely to go on this kind
of trip, in this kind of location, even if they had to pay, although they might not
have chosen bikes as transportation mode. The results might therefor be particu-
larly valid for peoplewho are already open to the idea, but have for some reason not
tried it. Finding what is important for this group might therefore be a good start
when attempting to get more people to try more sustainable ways of travelling.

The focus of the sampling in a geographically limited area is another potential
source of bias. In addition; the landscape in which the study took place is quite
flat, and often fairly open. These are factors that can have large impact when trav-
elling by bike. Such factors can make it difficult to generalise the results, however,
the intention of this was to collect rich data on a small number of specific cases,
to be analysed inductively to identify themes and patterns. The small number (15
instances in total, spread over the three cases) is not enough for any statistical anal-
ysis with reasonable power, in particular not given howmany confounding factors
are at play in this study. The data from this study is, however, appropriate for qual-
itative analysis. This specific composition of factors might arguably be unique, but
it is a set of real instances of tourism by bike in a rural area. If the complexity is
removed in favour for generalisability, a core of the subject is removed. The value
for the local stakeholders is results with high relevance to their situations, and the
value for other stakeholders and researchers is twofold. On the one hand, these
cases might be applicable to other situations as well (a judgement that needs to be
made on a case-by-case basis), and on the other hand, the identified themes can
be used as a starting point for further investigations.

Within a week of the trip (with one exception, where there was a delay of a couple
of weeks), the participants were interviewed. The interviews were semi-structured
so the order and phrasing of the questions varied depending on the flow of the indi-
vidual interviews. There were, however, rough scripts to support the interviewer,
but the scripts varied to some extent depending on what case the interviewee had
experienced. The higher complexity of the first case meant that it was necessary
to use more questions. The scripts contained 30–40 questions ordered into rough
categories, starting with background questions on the participants attitudes in re-
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lation to tourism and sustainability. This was followed by questions on things like
how the participant prepared for the trip, what information they needed, and then
gradually moving towards questions about the experiences on the day of the trip,
and finally some questions regarding potential reflections made after the trip.

The interviewswere conducted via a Zoom call, and took in general between 30–60
minutes. In all but one case (where the two adult participants were interviewed
together), each group was represented by one individual participant. All of these
interviewees were adult, so the children’s perspectives are conveyed as they were
understood by the adults. The interviews were recorded and later transcribed to
facilitate the analysis. Although questions had been prepared and ordered partly
based on expectations on what factors could be interesting, the analysis was to a
large extent inductive, allowing themes and patterns to emerge from the data. This
was done through systematic and repeated readings of all the interview transcripts
(also known as inductive content analysis, see Patton, 2014, module 67). All inter-
views were conducted in Swedish, and quotes were translated if and when they
were decided to be used in the writing of Lagerstedt and Svensson (2022).

10.3 RESULTS
It was possible to identify several themes in the collectedmaterial, someweremore
general and other were more specific. To start with some general comments, all of
the participants were satisfied with their trips both in general as a day as tourists,
but also specifically using electric bikes as the way move around during the day.
The weather had varied through the weeks when the study took place, but most
days were overall sunny with spells of rain and only slight wind. We in the project
group had assumed that this would have a large effect on the attitudes of the par-
ticipants, since they would be exposed to the weather while going between places,
but it was rarely mentioned before explicitly asking about it. When prompted, the
participants tended to give two general answers (and each interviewee would often
rely on both). On the one hand they tended to argue that they knew from the begin-
ning that they were going to be outdoors and on bikes, so their expectations were
adjusted. On the other hand, the electric motors of the bikes made the wind much
less noticeable, andmade the load of spare clothes and similar utilities lighter. That
said, several participant contrasted the bikes with the convenience of cars, where
it is possible to load all kinds of things without any planning. This was mentioned
in particular in relation to families with children.

Some participants had a prior experience of electric bikes, and some had prior ex-
perience of relying on bikes as tourists, albeit a long time ago. Most participants
had at least considered using bikes as tourists before, but had not yet tried it for
various reasons. Some simply had not gotten around to do it yet, some wanted
to wait for their children to get a little older first, and some said that they were
still uncertain if they would be able to do it. There was, however, a wide variety
when it came to that kind of experience, both between and within the participant
groups. There were also a variety of attitudes towards sustainability and environ-
mental issues, ranging from indifference to caring quite a lot. The vast majority of
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Table 10.2: Summary of findings, also found in Lagerstedt and Svensson (2022).

Key aspect Main take-homemessage

Integration of digital and
physical infrastructure

Physical signs for direction and digital infor-
mation such as maps should complement each
other, not replace each other.

Integration of different
means of transport

Different modes of transportation have different
roles in the transportation system, and it should
be easy to transfer between modes and between
service providers.

The purpose of the bike
trip

The purpose of trips can vary a lot, and the
travellers’ expectations on services and infras-
tructure varies with them. These expectations
should be identified and met.

Engagement The mode of transport may affect social inter-
actions in unexpected ways; in the case of trips
by electric bikes we saw improved engagement
within groups of travellers.

Accessibility of nature Electrical bikes provide a unique way to expe-
rience nature, partly due to its ease of use and
how little it disrupts the local environment.

Lowering the threshold Having someone knowledgeable available for
support if necessary allows people to explore
sustainable vacation options, and lowers the
threshold for trying biking trips by themselves
in the future.

the participants were closer to the end of the spectrum that cared a lot.

When it comes to themore general themes, six were identified and named ‘integra-
tion of digital and physical aspects’, ‘integration of different means of transport’,
‘bike for transportation vs. bike for exploration’, ‘engagement’, ‘accessibility of na-
ture’, and ‘lowering the threshold’. A very brief set of take-home messages from
each theme can be found summarised in table 10.2, and the themes are further de-
scribed and discussed below, collected in three subsections (for more details, see
Lagerstedt and Svensson, 2022).

10.3.1 INTEGRATION

A keyword used for two of the themes is integration. The framing of the themes
were integration of (1) digital and physical aspects and of (2) different means of
transport, however, there are severalways of appropriately understanding the term
in this case. For example, integrating different stages of the travel, integrating so-
lutions into the bikers’ context, and integrating different modes of transportation
were all shown to be relevant in the data. It was also important to maintain a fairly
broad scope, including not only the time during the trip, but also before and after.
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There aremany different systems a traveller needs to interact with to prepare for or
conducting a journey, which can add to the complexity of the trip. When preparing
and planning, it might be necessary to rely on several different sources for infor-
mation and several systems for booking (for instance one for booking train tickets,
one for booking bikes, one for booking hotel, etc.). It might also be necessary to
use several systems for each task to be able to compare different alternatives. For
instance, if there are several train operators competing on the same track, it might
be difficult to find, book, or change the appropriate ticket since each operator will
often rely on their own system, andnot be too keen onhaving their customers going
to the competition. This was a problem experienced by several of the participants
in the first case (exploring Lidköping), where they arrived by train on tracks where
different train companies operated. During the trips in that case, several partic-
ipants decided to extend their stay by an hour to avoid having to rush. During
the train ride home it was necessary to change train half way through, but when
starting an hour later, the train for the second part was operated by a different
company where the tickets were not valid. Knowing what local rules to be aware of
when planning and booking is particularly difficult for people visiting only a short
time (Dickinson et al., 2004; Le-Klähn and Hall, 2015).

In all the cases studied in this project, the participants travelled to some starting
point, where they hired bikes to use for the day. Another possibility is to bring a
personal bike to the starting location. Several participants mentioned that this is
something they would like to do, or even have done in the past. A problem with
this is that it (at least in Skaraborg, where the study took place) is difficult to bring
bikes on public transportation, such as busses or trains. It is otherwise common
to, again, rely on car to transport the bike (Weed et al., 2014). Making it possible
to combine different modes of transportation is another way in which participants
found integration to be important. One important reason for this is that different
modes of transportation are appropriate in different situations. Walking and using
bikes are quick at short distances and require relatively little infrastructure. Trains
and busses are, in contrast, quicker and more convenient at longer distances, al-
beit they require more infrastructure in place. Using trains to go between hubs,
and bikes to explore the hubs might be one way of combining different modes of
transportation. Another way is to travel by bike oneway and bus on the return trip.
For these alternatives to be possible, it is necessary to be able to bring the bikes on
the busses or trains, or to rent and return bikes in the respective hubs.

The meta information, that is the information about where to appropriately find
the different kinds of information, is not trivial, and its inaccessibility was a stress
factor and inconvenience formanyparticipants. Even if the individual sub-systems
are useful the system as a whole becomes difficult to navigate if the sub-systems
do not mesh. There are more reasons for the lack of integration beyond compet-
ing companies attempting to ensnare customers. If, for instance, information is
tailored for a particular kind of intended user, it might be more difficult for other
users to benefit from that information. For instance, if a tourist attraction is pre-
pared to attract visitors in cars, it might be difficult to find information regarding
the possibility of using bikes to get to the destination. The actively managed me-
dieval castle Läckö is an example where several participants wanted to visit with
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Table 10.3: The four different combinations of information being represented either physically or
digitally/virtually, and either bound to the environment or in some artefact. An example is presented
for each combination.

How?
Physical Digital/virtual

Where?
Environment Signposts Augmented reality (AR)

Artefact Maps and pamphlets Apps and web pages

their bikes, but the information is geared towards people arriving by bus or car
since the road to the castle is considered too dangerous for people on bikes.

There are many ways the information can be presented, and generally the partic-
ipants preferred redundant information and in the appropriate context. An im-
portant dimension for the presentation of information was whether it should be
presented physically or digitally/virtually (that is, How?), and another dimen-
sion is where the information should be located (see table 10.3). Having phys-
ical signposts—with directions or with more elaborate information—in the envi-
ronment was beneficial since it was persistent and in its appropriate context. They
would thus serve as explicit clues in the environment, assisting the travellers in
finding their way. This encouraged the participants to pay attention to their sur-
roundings, rather than focusing on some tool. An added bonus of the persistent
information in the environment, mentioned by some participants, is that local peo-
ple who might not yet have considered travelling by bike might be informed and
inspired by the signs, thus introducing the idea and encouraging the behaviour.

Physical artefacts, such as maps and pamphlets, made it easier to plan since the
information was available whenever the traveller desired it, not only when at a
specific location. This is not only useful during the trip, but also before the trip
while planing and after the trip while evaluating. It is, however, important that
such artefacts are appropriate for the context. A good map for someone travelling
by bike highlights different aspects and roads than maps for someone travelling
by car. Similar to the information physically located in the environment, the maps
and pamphlets did not rely on electricity and also afforded manipulations such as
folding, ripping, and taking notes on.

The digital information not tied directly to the location, however, also have their
benefits. Although it is necessary to have a special device (such as a smartphone)
to access the information, there is a different kind of flexibility with such alterna-
tives, partly due to the (at least theoretical) possibility of combining different sub-
systems and functionalities. It might, for instance, be possible to use path finding
tools on digital maps to propose paths and calculate expected times and difficul-
ties. It is also easier to update the information if the users pull it from a server each
time they want it, compared to if the users rely on the same printed information.

When it comes to the digital/virtual information tied to the location, themain point
is tomake information available when needed, or brought to life in the appropriate
context. Using QR-codes to scan, it is possible to make updated information avail-
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able in context and without using much space. This can easily be combined with
physical sings. It is also possible to use GPS- or feature recognition-technology
to inform an artefact, such as a smartphone, where it is located, making it possi-
ble to have information pop up in a timely fashion when, for instance, the trav-
eller is passing by a noteworthy place. It is also possible to overlay live feeds in
a smartphone camera with virtual objects for purposes such as highlighting fea-
tures, showing directions (such as the information from chapter 8), visualising
how the landscape has looked in the past, or how it is planned to look in the fu-
ture. Using this kind of technology it is also possible to gamify the experience by,
for instance, introduce virtual characters or other opportunities to interact with
the virtual world. This is, for instance, a strategy sometimes used to make cul-
tural heritage sites more accessible, engaging, or immersive (tom Dieck and Jung,
2017).

As mentioned before, a key in regards to choosing where in table 10.3 to focus is
redundancy and integration. Information should be consistent and presented us-
ing several strategies, since all the strategies have their own strengths and weak-
nesses. An aspect of particular relevance to mention in this context is the depen-
dence on electricity that the digital/virtual alternatives have. In rural areas (or area
where nature is even wilder), it should not be taken for granted that it is possible
to recharge batteries when necessary. Relying on more than only digital tools will
thusmake the traveller less vulnerable, and potentially also extending the time the
digital tools are available since less processing power is required. Making it pos-
sible to charge phones from an electric bike might alleviate part of the problem,
but if the battery of the bike also runs out, the bike tend to be much more heavy to
pedal, which is another problem. A traveller might prepare by bringing portable
solar cells to charge their devises, but it might also be possible to develop the in-
frastructure withmore permanent charging stations. Again, in rural areas it might
not be feasible to have a complete coverage, but adding stations at strategic places
(such as at tourist attractions or rest areas) might make a large positive difference.

Adding charging stations at appropriate locations is an example of how solutions
are integrated into the infrastructure as well. Another way integration is relevant
in terms of infrastructure for bikes is to make sure that bike paths are connected
in ways that make it possible to travel along and between them with bikes. Many
participants highlighted how problematic it was that small snippets of bike paths
were highlighted without any information about the roads in between. It would
instead be necessary to have a network of paths all connected andwith information
on how long they are and where they lead.

10.3.2 FRAMING

The reason for travelling was a central factor in the theme ‘bike for transportation
vs. bike for exploration’. The view of the bike trip as mainly a way to get from one
place to another was contrasted with the view of the bike facilitated exploration in
a way that had value in itself, and these broad categories were seen as the main
modes of framing of the bike trips. They are, however, not exclusive, and the par-
ticipants often had a changing view that moved in the space between the extremes.
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In the bike for transportation view, the focus was mainly on the end points of the
trip, and the bike trip was just something functional that happened in between.
The third case (going to the water park) was most clearly framed like this when
designing the cases, and it was also here that the participants expressed themselves
from this perspective. The purpose of the trip was clearly to spend a day at the
water park, and the bikes were just used as one alternative way of getting there.

For the other extreme, it was the first case (starting inLidköping) thatwas designed
most for the possibility of making decisions in the moment regarding where to go.
The town and its vicinity had several sights and events to choose from, and the
bikemade it possible to improvise the order or selection of things to visit. The bike
became a more conscious part of the trip in this way.

The case (number two) where participants started in Skara to then go to Varnhem
to visit the historical sights was particularly interesting in terms of framing. The
case had been designed to use the bike as transportation, and the idea was to allow
people who specifically wanted to see the historical sights of Varnhem to go there
by bike. The participants in this case were, however, unanimous in their view that
the bike trip was in itself an important (and underutilised) part of the experience.
Several of the participants even expressed frustration regarding how limited they
felt by the design. All participants were aware of other locations of historical and
natural value along the way, and would have liked more options and information
regarding where to go and what to see.

It was interesting to see how the bike path was described by the participants in the
two cases starting from Skara, since an important difference was the alignmen-
t/mismatch of expectations. The first (and last) 5 km of the path was shared by
both cases, however, in one case the participants viewed the bike trip as a means
to an end and in the other it was seen as a fundamental part of the experience. The
participants going to the water park tended to emphasise how scenic and close to
nature the trip was. For the participants going to Varnhem, it was common to
describe the path as focused on efficiency and commuting at the expense of ex-
periencing the landscape, since parts of the trip could be a bit dreary due to long
straight parts. This mismatch can to some extent be understood in terms of the
Umwelt. When the goal of the traveller is reach a specific place via a clear path the
clues in the environment help the participant to construct theway ahead, while also
contributing to satisfy other needs such as relaxation. For the participants with the
goal of exploring, the design of the intended routemight make the alternatives less
visible, and the participants might have fewer of their needs and desires satisfied
on the selected road. That said, it is important even when designing for commut-
ing to not overuse the long straight paths, and instead keep the more organic and
natural shapes of paths to get the psychological benefits of experiencing nature
(Bamberg, Hitchings, and Latham, 2018).

A particular way in which travelling by electric bikes in particular impacted the
framing and expectation was related to how they made it easier for people in a
group to share the experience by participating onmore equal terms than what they
were used to. The bikes meant that everyone (with the exception very young chil-
drenwho travelled in a baby chair or cart draggedby one of the adults)were actively
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taking part in the transportation. This was contrastedwith trips by cars, where one
person is the active driver and the rest are passive passengers (with the potential
exception of a navigator). The electric motor of the bikes are additionally acting as
equalisers with regard of physical ability among the travellers in the group. Since
more people in the group were able to participate in the journey in more equal
terms, it was easier for everyone to get a more personal connection to it. This, in
turn, meant that more people (including the children) were more involved in the
planning stage, which then lead to higher engagement during the trip.

10.3.3 ACCESSIBILITY

Accessibility can be used as an umbrella term for the final three themes, as they are
all dealing with the participants’ relations to this kind of travel. There are, how-
ever, many concepts and interpretations of accessibility. One way in which the
term was relevant in the study was how the landscape and nature became more
accessible using bikes, often compared to using cars. The bikes are quicker than
walking, making it possible to get away from the cities without having to spend
too much time. Bikes are, at the same time, slow enough to allow the travellers to
take in the sensations experienced on the way through the landscape. Partly due
to the pacing, and partly since bikes are not very intrusive (which also makes it
possible to get closer to nature while interrupting less), it is possible to access na-
ture through more senses; not only through vision, but also sensations like smell,
sounds, humidity, temperature, and more. For these reasons it is not only easier
to get access to nature for those who actively seek it, but people using bikes to com-
mute in rural area might also experience nature as a secondary effect. Having this
passive everyday exposure will allow for a different relation with nature, making it
more visible and personally relatable.

In the case where participants commuted to the water park, several people men-
tioned some concern they had regarding having to use bikes to get back after an
exhausting day at the park. The participants were, however, positively surprised
regarding the experience. Already from the start of their trip back, they enjoyed
being able to just pick up their bikes and get going, rather than getting into a car
and start negotiating the traffic situation with other exhausted drivers. On the
trek back, the participants reported how welcome the exposure to nature was after
a stressful and noisy day. Since the bikes had electric motors, it took little effort
to power the vehicles, and the riders could enjoy the fresh air and bird song. This
way, the return trip allowed for some recovery and time for peace of mind.

Accessing nature in this passive and everyday manner provides much value, and
it is therefore important to not over-focus on individual pragmatic aspects, such
as creating the most efficient route to save time when going between two places
(Bamberg, Hitchings, and Latham, 2018). Designing road network and other in-
frastructure in a more holistic way, where hedonic aspects and other values are
taken into account could make the system as a whole much better without having
to sacrifice too much in terms of efficiency (Alklind Taylor et al., 2023); it is not
necessarily a direct and linear trade-off, but rather a complex system where bikes
cannot necessarily compete with environmentally worse modes of transportation
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on speed alone, but the added value of other aspects could make it considered fea-
sible.

It is as always important to carefully consider the needs of the actual and desired
users. As for instance discussed in section 10.3.2, the framing and expectations of
the users will have a large impact on how the path is experienced. The different
needs of the different users are, however, not always in opposition. Finding ap-
propriate solutions that allow more people to gain more benefits without causing
more harm is a fundamental maxim in many modern design principles. Univer-
sal Design is, for instance, ‘the design of products and environments to be usable
by all people, to the greatest extent possible, without the need for adaptation or
specialized design’ (Connell et al., 1997).

Some of the benefits of bikes in general, that should grant thema place in the trans-
portation ecosystem, are the comparatively low cost of buying, maintaining, and
using it, as well as making trips of several kilometres feasible to do in short time.
They further require little formal training (the process of gaining a driver’s licence
for cars can, for instance, be expensive and complicated), and it is not necessary
to adjust to externally determined routes and schedules (such as timetables for
busses and trains). The latter point is particularly relevant in rural areas, since the
population densities are so low that it is difficult to motivate much public trans-
port (Poltimäe et al., 2022; Mounce, Beecroft, and Nelson, 2020), however, even
in more densely populated areas, the public transport might for instance focus on
the majority of the work commuters, making it difficult for, for example, people
working odd hours to rely on them.

Electric bikes are more expensive than conventional bikes, both to obtain and in
upkeep. They do, however, come with the benefit of reducing the demands on
physical ability of the rider. This expands the range that is considered feasible to
bike, increases the load that can comfortably be transported, reduces risks of get-
ting sweaty and tired, and provide confidence to people without faith in their con-
stitution or ability. The electric bike can thus lower the threshold of starting to use
bikes, and making it possible to rent or borrow them might reduce the threshold
further by lowering the economic requirements. All these considerations might
seem mundane, but designing for the mundane is important for being relevant
in a mundane context. Spectacular technological marvels do have entertainment
value and can provide awe, but such solutions are not always the most relevant to
attempt to deploy. However, what is considered cool or new can at times take pri-
ority over what is needed by end users or workers, leading to problems for those
groups. This has, for instance, been highlighted in the education domain (Fried-
land and Yamauchi, 2011; Selwyn, 2016; Singh et al., 2022) and the human-care
domain (Lupton, 2017). This is a phenomenon that is particularly problematic in
under-resourced communities, where the technology leads to more costs and in-
creased dependencies without comparable benefits (Singh et al., 2022).

On the topic of reasons for and against choosing differentmodes of transportation,
it was clear from the interviews that three broad hurdles were perceived to coun-
teract a transition to more sustainable transportation and tourism. These often
used reasons were related to convenience, economic cost, and flexibility. All par-
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ticipants discussed these reasons, and these themes reoccurred at different parts
of the interviews, and they contributed in different ways to sustainable options to
be perceived less accessible. A common example used by several participants for
something that made these potential problems more severe were children. People
travelling with children often mentioned that it was complicated in itself to bring
the appropriate equipment and attend the children, so anything that risked mak-
ing it even worse was quickly discarded. Cars were often discussed as a baseline
vehicle, as theywere perceived to be convenient and contribute to flexibility. When
planning a trip, it is possible to pack more than necessary in a car without having
to consider what is actually needed. This has also previously been established in
the literature (Weed et al., 2014; Le-Klähn and Hall, 2015). Much infrastructure
is also built with cars in mind, which increases their convenience further. As men-
tioned before, no mode of transportation is always the best, and several benefits
anddrawbacks of severalmodes of transportationwere discussed in the interviews.

Whether these risks are likely to be realised or not is the most important aspect, in
particular since risks can be difficult to judge. The uncertainty of new or untested
behaviours is in itself problematic, and it might not be enough to have two of the
factors improved if one is still uncertain. This is a well known phenomena for deci-
sion making in general, relating to risk and loss aversion (Kahneman and Tversky,
1979; Tversky and Kahneman, 1992), but has also been observed specifically in the
context of travel behaviour (Ben-Elia and Avineri, 2015). Asmentioned before, the
electric bikes canprovide someof the confidence related to physical ability andpro-
vide some safety margins to unsure travellers, but as a novel vehicle they will also
come with some uncertainty. However, from the interviews it seems like the cases
in this study helped alleviate some of that uncertainty. From the travellers’ point
of view, the trips were pre-planned by some authority who were expected to put
something feasible together. In addition, the participants had access to support
throughout the trip if something would happen. This was very appreciated by all
participants, even though no-one used this service.

Part of the reason for why the unused service was so appreciated, and why it pro-
vided such a sense of safety throughout the day, can be ascribed to the experience
of the service when the participants collected their bikes. The participants got per-
sonal service froman expert, including instructions of how touse the bikes, support
with adjusting the bikes and selecting extra equipment (such as carts and helmets),
and the opportunity to ask questions, which explicitly removed some of the uncer-
tainty but also provided a good impression, sense of security, and personal relation
to the support. All participants emphasised how this treatment was relieving and
nice, and felt that it was important for the success of the trip.

Another area to focus on to reduce uncertainty and improve the feeling of safety is
the infrastructure. Making it clear where and how to use the bike, through for in-
stance appropriate signs and places to park, would remove some confusion and
make the transport more seamless. This is another aspect where Umweltlehre
might be beneficial to use when designing the landscape. Understanding the con-
text, need, and desires for the bike users can provide insights regarding what func-
tional tones to design for. In the beginning of the trip itmight bemore important to
have explicit signs to get the riders on the right track, whereas other clues along the
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path might be sufficient for the longer stretches. Understanding when the riders
are looking for what might further facilitate appropriate design. A lack of places to
park the bike at location of interest might confuse riders as it insinuates that they
should keep riding.

As a final note, the experience of once having tried electric bikes as the mode of
transportation while being tourists was enough for many participants to feel com-
fortable to try the format on their own (this has not been followed-up by contacting
the participants again, and are thus rather the attitudes the participants presented
after the trip). It might therefore not be necessary to maintain the low threshold
for all such transportation to be feasible, but by offering an easy way to try, a larger
part of the population might get sufficient experience to dare to rely more on bikes
at home and as tourists.

10.4 DISCUSSION OF THE STUDY
With this study I was able to get insights into the bigger picture, allowing some un-
derstanding of technology as an integrated piece of the everyday experience. The
studywas fairly open ended due to its exploratory nature, which provided rich data
to be used as a baseline or a starting point. It is, after all, important to understand
the context in which technology is intended to be integrated. Personal experience
of traffic can be a helpful guide to use for common sense judgements when design-
ing solutions for the traffic context, but it is necessary to also study other traffic
users’ perspectives. That said, this was only one (or a few, depending how you
look at it) example(s) of a very specific case, so there are even larger perspectives,
and other versions of this, to consider.

The themes in the data were identified through an inductive analysis of the inter-
view transcripts, however, these themes can also be found in the literature. This
study is thus providing validation as well as providing another context and ex-
ample. For example, the challenges for public transport in rural areas in general
(Poltimäe et al., 2022;Mounce, Beecroft, andNelson, 2020), aswell as the particu-
lar difficulties of visitors (Dickinson et al., 2004; Le-Klähn andHall, 2015)were ev-
ident from the interviews. So was the propensity for using the car when travelling,
due to the perceived convenience (Weed et al., 2014; Le-Klähn and Hall, 2015).
We also found attitudes related to the need of designing bicycle road networks in a
way that is appropriate for cyclists (for example McAndrews, Tabatabaie, and Litt,
2018; Scappini et al., 2022), and make sure that the cyclists are aware of them
through, for instance, appropriate maps and signs. The data was not analysed
primarily from a perspective of Umweltlehre, but there were despite that several
promising instances indicating potential future work in this direction.

In the study we did see that the way of using electric bikes for tourism showed
some promise when it came to changing travelling behaviour towards something
more sustainable. This came in many forms, not least by providing a sense of se-
curity and thus lowering threshold for trying it out, while constituting a positive
first impression. Looking at Hill’s taxonomy (Hall, 2013), it is noticeable that the
project followed the recommendations and applied a broad battery of strategies
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from all the three general approaches, and could also find all approaches echoed
in the data. For instance, providing appropriate signs with explicit information in
the right context is a good way of providing explicit information (an example of the
first kind of approach), but the presence of road signs aimed towards cyclists will
also passively remind people that cycling is a possible way of transportation, which
can be seen as a kind of nudge (that is, an example of the second kind of strategy).
The thorough collaboration between several stakeholders, both from the govern-
mental, public, and private sectors to identify and employ changes to facilitate cy-
cling is an example of the third kind of approach, and so is the identified need of
further integrate different kinds of transportation.

Although the result was promising, and might be adjusted and applied in differ-
ent places, it is important to consider what kind of impact such a solution can
have. Relyingmore on bikes can, for instance, have positive impact onmany of the
United Nations’ Sustainable Development Goals (European Cyclists’ Federation,
2016). For instance, reducing the dependence on combustion engines will avoid
CO2 emissions and contribute to the Sustainable Development Goal number 13 on
climate action. Providing safe bike roads where people can combine commuting
or tourism with physical exercise and exposure to nature will also contributes to
goal 3 good health and well-being. In addition, the increased and more personal
relation to nature through the passive, everyday exposure might also contribute to
goal 15 about life on land, since issues relating nature becomes less abstract.

That said, it is important to remember phenomena such as the attitude-behaviour
gap (Juvan and Dolnicar, 2014) and the licensing effect (Khan and Dhar, 2006).
People are not necessarily behaving in a way that is consistent with their convic-
tions or rational given their best information and opinions. The licensing effect in
particular highlights how even the best intended ways of improving sustainability
might backfire and make the problem worse, if not done in an appropriate way;
making people feel good about minor improvements might prompt a ‘reward’ that
more than makes up fore the improvement, leading to a net negative. However,
being aware of this risk, and monitoring, evaluating, and adjusting the strategies,
should make it possible to keep such phenomena in check.

A different kind of concern in relation to work towards achieving the sustainable
development goals is the argument that there is a necessary trade-off between the
different goals (Purvis, Mao, and Robinson, 2019). Although I agree that there
are times when the goals seem to be at odds with each other, and that priorities
have to be done, we did not see much of that in the study. Many stakeholders were
involved, and the studied phenomena area quite complex, but we also saw sev-
eral instances of positive feedback. Although resources are limited, and unlimited
growth is not possible, it is worth remembering the distinction between growth
(expanding in a quantitative sense) and development (improving in a qualitative
sense). The goals refer to the latter.

I have already mentioned some of the ecological benefits we saw, such as reducing
CO2 emissions, making nature more accessible and relatable, and making conser-
vation efforts (such as the restoration of Spånnsjön and its surrounding wetlands)
more visible. From an economical perspective, new business models (such as this
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kind of bike rental) were tested, coordination between more local stakeholders
and entrepreneurs was developed, and more natural and cultural tourist attrac-
tions could be made more available. In terms of social sustainability, the system
of electric bikes (which also benefits conventional bikes) increased the mobility of
a larger part of the population, due to the flexibility in terms of lack of schedules,
relative low demands on infrastructure, and support that lower the requirements
on the traveller’s physical ability. The facilitation of families to travel together in
a way that engaged and involved everyone is also a benefit that can be counted
towards this pillar. Similar to how nature becomes more accessible and person-
ally relatable, the improved access to the local historical and cultural sights might
contribute to a better understanding of the historical and cultural context of the
community. Importantly, the improved accessibility from the bikes is not only in
the physical sense; the improved confidence and sense of security from the elec-
tric motor is also contributing towards the perceived accessibility (see e.g. Olsson,
Friman, and Lättman, 2021).

A natural question at this point relates to how to transfer the insights from this
study, and the potential of deploying such a system in a different location and con-
text. I believe that there is great potential in doing so for several reasons. Many of
the benefits we saw in the study was at a high enough level to make them less de-
pendent on particular conditions. The existing infrastructure will be a factor that
will have an impact, weather conditions and variations in altitude would probably
not have as much of an impact on the electric bikes compared to if only conven-
tional bikes would be used, due to the support of the electric motor. Getting a
system like this going is relatively inexpensive compared to other kinds of public
transport, since very little special infrastructure is necessary. The development of
a local system of electric bikes can also be done to a large extent from the commu-
nity, which in turn can contribute to improved communication, collaboration, and
coordination.

Such collaboration, albeit valuable, is, however, not trivial to get in place. Even
in this project we saw how difficult it was to coordinate the services as there were
many different stakeholders including service providers of different booking and
route planning systems, the local industry (including bike rental shops, cafes, ho-
tels), and the municipality who’s role it was to inform and facilitate but not control
this system. To make it work, it is crucial to convince all stakeholders to priori-
tise bikes and the corresponding infrastructure, which is not always easy. Part of
that problemmight be alleviated by genuinely involve the stakeholders early in the
process.

It is also important to base any solution on the needs and desires of the intended
users, and adjust when necessary. While doing so, it is important to not only focus
on aspects such as making the trip as quick as possible, but understand that there
are other valuable aspects of using a bike. The bike trip can have value in itself,
and facilitating the fun or otherwise rewarding aspects will be useful for develop-
ing a system that can compete with other kinds of transport. There are, however,
plenty of things to study further, both in terms of understanding this context bet-
ter, and also understanding how, when, and where these results can be transferred
or generalised.
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CHAPTER SUMMARY
This chapter concludes this final major part of the thesis, focused on traffic and ve-
hicles. In this chapter, the focus was on mobility and traffic as a part of something
larger. Traffic is integrated in societies and communities, with social, economi-
cal, and ecological impact. It was also a step away from individual situations and
instead looking at the interactions as parts of more genuine purposes. The partic-
ipants in the study were tourists, and it was in that role that they became part of
the traffic.

The data collection and analysis had a qualitative focus in this study, and I relied
on inductivemethods to allow patterns and themes to emerge from the data. What
emerged could later be connected to aspects identified in other studies and already
highlighted for other situations in the literature, which can be seen as a kind of
validation for the results identified for these cases. The results of this study are
published in (Lagerstedt and Svensson, 2022), and this chapter is heavily based
on that publication, but with additional discussion throughout the chapter.
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CHAPTER 11

GENERAL DISCUSSION

Perception is fundamentally intertwined with interaction. To make perception
meaningful, it is necessary to acknowledge its role in the construction of the lived
experiences of the perceiver. With this thesis, I have explored parts of the intersec-
tion between those phenomena, from a range of theories, applications, domains,
approaches, and perspectives. Given the fundamental nature of perception from
this perspective, the topic of this thesis has to some extent arguably been themean-
ing and consequence of existence. It has, however, not remained abstract and theo-
retical, but has also been applied more practically. I have also not only considered
the consequences of the theoretical perspectives on perception at an individual
level, but also expanded them toward more societal scales.

This work is definitely not the definitive work on the subject, nor is it exhaustive.
I doubt this is a topic that will ever be possible to address completely exhaustively.
That said, I still find it important to, every once in a while, step away from the
pursuit of finer details and also consider and explore the larger perspectives. Such
perspectives can provide valuable insights to how a topic fits an a larger context
as well as the direction it is developing in. Involving historical aspects are partic-
ularly important for the latter point. Considering older works of science (as well
as other traditions of knowledge) in their historical contexts can sometimes pro-
vide answers to new questions, but maybe more commonly provide examples of
corresponding questions from a different era. Such perspectives might help to re-
frame the problems, but it might also provide comfort to know that generations
of scholars have already wrestled with the problem in some form, so the lack of
easy solutions might not be due to the inability of modern researchers, but might
instead be due to the problems being genuinely difficult.

There are similar benefits to be had when comparing and collaborating between
different fields and domains. Although it is important to allow the respective fields
to develop their own conventions and traditions, to find things that are appropriate
for the respective fields, there is much to gain from collaboration. Some collabora-
tions might be multidisciplinary, where researchers from different fields work to-
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gether to gain new perspectives and insights on their respective fields through the
interaction and comparison with other fields. Some collaborations are interdisci-
plinary, where researchers of different backgrounds come together to effectively
form a new field by investigating somethings that would otherwise generally fall
between the established fields.

Whatever strategy is used for looking at some phenomenon using a wider—rather
thanmore narrow (which is also a completely valid and very important strategy)—
perspective, it is necessary to be humble and assume that the different approaches,
methods, and perspectives are valuable and insightful; it is difficult to learn new
things while assuming that everything that does not fit what you already know is
pointless. If something does not make sense, it might be possible to understand
if broken down into smaller pieces, however, it might also be possible to go the
other way and try to better understand it in a larger context. Such larger contexts,
and the methods of examining them, might be the key to understand the finer de-
tails of a field. However, not all perspectives are necessarily compatible, so instead
of attempting to force everything into one grand ‘theory of everything’, it is more
constructive to assume a pluralistic stance.

11.1 SUMMARY AND SYNTHESIS
There are many perspectives on what knowledge is and how phenomena can be
understood. This has been important to acknowledge in this thesis for (at least)
two reasons; (1) this thesis discusses and constitutes scientific work, which can be
conducted in a large number of (potentially incompatible) ways, and (2) the the-
sis is in the subject of informatics, which aims at understanding representation,
processing, and communication of information in a large number of contexts, and
at several scales. For these reasons, the thesis started with a brief introduction
and discussion on aspects of the philosophy and methods of science. This was fol-
lowed by amore specific exposition on different fields and theories concerned with
perception, and then a introduction of those that perceive; the agents. With that
background established, the focus of the thesis shifted to interaction at different
scales and context, as well as a critical look on the practice of studying interaction
between humans and (mainly artificial) agents.

The views of perception I have mainly relied on, and introduced in chapter 3, tend
have somewhat similar philosophical root. Perception is to pragmatically con-
struct a world that is sufficiently consistent, that facilitates the perpetuation of
the perceiver. It is circular in the sense that it generates its own meaning; exis-
tence is meaningless outside of existence. A conclusion from this can be that exis-
tence is objectively meaningless (which would be the nihilist stance), but it would
also mean that no meaning is objectively better than any other, making lived ex-
periences and constructed worlds important to take serious. Without an objective
truth, in relation to which it could be possible to derive some objective world to
experience correctly, it is necessary to find some other way of determining what is
right. Such lack of bondagemakes it possible to be pragmatic, and allow the context
to guide such judgements. Despite the lack of bondage derived from an objective
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meaning, the interactive nature of perception and construction of the worldmeans
that the agent is still fundamentally and thoroughly entangled with said world and
the other agents in it.

Several theories, from several fields of study concerned with lived experiences, can
facilitate guidance in terms of judging and assessing what is right and true, and I
have mainly highlighted some theories from biology, philosophy, psychology, and
cognitive science. These fields have already a long and complex history of interac-
tion with each other, and they have co-developed to some extent. From biology I
have primarily highlighted theories of animal studies emphasising the larger lived
experience; the construction of the Umwelt from Umweltlehre, behavioural stud-
ies grounded in the context of the individual animal from ethology, and gauging
the biological plausibility via the extended synthesis of evolutionary theory. From
philosophy, I have mainly highlighted the pragmatic stance of ascribing value to
that which is situationally helpful, and emphasised the existential phenomenology
as a way to understand perception and sense making, again by acknowledging the
individual agent as the primary source for their experiences. From psychology, I
havemainly highlighted gestalt psychology’s understanding of perception through
the field of tensions, and ecological psychology’s dedication to grounding the un-
derstanding of themind inwhat is biologically feasible and helpful. Although there
is value in cognitivism, I have mainly relied on the multi-e approaches to cognitive
science. A particular aspect of perception that I have highlighted is perception in
terms of function. Several of the discussed theories have terms for such a con-
cept, and I have mainly highlighted functional tones from Umweltlehre. I have
not only discussed the features for functional tones from a theoretical perspective,
but also highlighted how it can be of practical value when applied to, for instance
design. Framing design problems in terms of functional tones can help focus the
work on the situationally grounded experience and affects of intended users, and
thus drawing attention away from the artefact itself.

Despite the broad approach in the thesis, I have particularly emphasised two spe-
cific domains of relevance to perception, interaction, and function; human-robot
interaction and the traffic domain. In both cases, there aremany scales, levels, and
perspectives to approach the domains. For instance, is the focus on interactions
between individual agents, on interaction between groups of agents, on the inter-
actions in relation to the surrounding physical or social context, on the role of the
domain in local communities, or in global societies. I have attempted to, at least
to some degree, address several of those different levels, and the domains I have
chosen have, to some extent, complemented each other. Although there are new
agents, behaviours, and contexts being introduced, or at least considered to be in-
troduced, in the traffic domain, it is in general well established. Social robots are,
however, generally much more immature or speculative given the current techno-
logical state. For that reason, the field of social HRI can be fairly speculative when
it comes to research on deployed robots. The social robots are, however, already
mature enough to serve as excellent tools for studying different aspects of iden-
tity; ascribing properties to others, the interactions of different aspects of iden-
tity, ascribed properties, assumptions, and expectations. This can partly be done
with a similar argument as for studying cognitive science synthetically by building
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artificial cognitive systems. Although the artificial system might not be a perfect
replication of the studied subject, the process of working towards the goal of repli-
cating it will uncover and highlight things like mistaken assumptions, necessary
processes, or emerging features. Through this method it is possible to experimen-
tally test new hypotheses by providing a tool that is possible tomanipulate in a way
that is not possible in natural systems. With social robots, it is possible to, for in-
stance, manipulate social cues that evoke attribution of certain identities, and such
formation and the dynamics around it can therefor be studied experimentally.

The field of HRI is, however, still a young field with many conventions, practises,
and basic theories yet to mature. It is expected that the processes around such
formation is slow in HRI since it is such a multi- and interdisciplinary field, with
a diverse range of backgrounds and academic traditions of the researchers in the
field. This is, again, not unexpected, since the nature of the subject places the field
comfortably in the intersection of technology, humanities, and social sciences.

The traffic domain, while old in the sense that traffic has arguable existed at least
since humans started to form permanent settlements, the academic study of the
traffic is much more recent (albeit older than HRI). Although some agents in the
traffic (such as self-driving cars) are arguably robots, the traffic domain is differ-
ent compared to typical HRI, in that it is a complex, yet mundane, system of in-
teracting agents of different kinds, both artificial and natural. The traffic domain
is also thoroughly integrated into society, providing interesting opportunities to
study large scale problems with clear societal connections. It is also a domain that
has strong connections to sustainability in several ways; ecological, economical, as
well as social. This is true for HRI as well, but given how established the traffic
domain is, its impact is clearer to see than that of HRI.

When designing technology, not least in these domains, it is necessary to consider
aspects related to sustainability. By improving technology, it might play a key part
in improving the situation in relation to the sustainability of human societies. It is,
however, also important to understand the technology enough to know when and
how it could have a negative impact. Reducing the fuel consumption of a vehicle
is improving ecological sustainability, but it might be possible to improve further
by making some trips using the vehicle obsolete. Improved automation, or even
autonomy, of robots could improve efficiency of manufacturing, but might also
facilitate implementations of technological systems that reduce the autonomy of
the human labourers. Since the systems are so complex, it is particularly important
to rely on a plurality of perspectives and theories, considered at different scales,
when determining how to shape our future societies, and involve technology in a
way that facilitates such a future.

11.2 CONCLUSIONS
Existence is an activity of self-construction through the construction of the sur-
rounding world, with which the self-constructing agent can interact. The feedback
from the interaction allows the agent to confirm itself and adjust its constructed
world, a world that is perceived by inducing feedback.
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Such a statement might at first seem nonsensical, but it is worth taking seriously.
The statement does two important things, (1) it rejects the idea of some objective,
absolute reference point, and (2) ties the concepts perception, interaction, and ex-
istence together as something fundamental. The statement is more philosophical
than scientific, due to its difficulty to prove empirically, but all science relies on
some philosophical axiom, framework, or theory, although the assumptions may
be so strong within a domain that they are never explicitly made. This statement
has become the philosophical core on which I have relied as I have investigated
perception of agents. I have, in particular, focused on HRI and the traffic domain
to explain, explore, and apply the perspectives on perception, and a reoccurring
concept I have relied on is that of functional tones. Both domains of HRI and traf-
fic are fundamentally centred on different kinds of interaction, which can have
important implications on a vast range of scales, and technology has a central role
in both cases. Both these domains are very complex, and through that necessarily
understood through a pluralistic stance. No one theory can currently hope to cap-
ture all their important nuances. The entanglement of technology and humans,
both in general and in those domains in particular, also means that there are eth-
ical responsibilities of those that study and create the technologies to address the
potential consequences of their work, and consider what impact it can have on in-
dividual humans, communities, and societies.

Finally, I agree with Camus and conclude that all is well.
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