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Abstract
Sleep apnea is a common disorder that can cause pauses in breathing and can last from a few seconds to several minutes,
as well as shallow breathing or complete cessation of breathing. Obstructive sleep apnea is strongly associated with the risk
of developing several heart diseases, including coronary heart disease, heart attack, heart failure, and stroke. In addition,
obstructive sleep apnea increases the risk of developing irregular heartbeats (arrhythmias), which can lead to low blood
pressure. To prevent these conditions, this study presents a novel machine-learning (ML) model for predicting sleep apnea
based on electronic health data that provides accurate predictions and helps in identifying the risk factors that contribute to
the development of sleep apnea. The dataset used in the study includes 75 features and 10,765 samples from the Swedish
National Study on Aging and Care (SNAC). The proposed model is based on two modules: the XGBoost module assesses
the most important features from feature space, while the Bidirectional Long Short-Term Memory Networks (BiLSTM)
module classifies the probability of sleep apnea. Using a cross-validation scheme, the proposed XGBoost_BiLSTM algorithm
achieves an accuracy of 97% while using only the six most significant features from the dataset. The model’s performance
is also compared with conventional long-short-term memory networks (LSTM) and other state-of-the-art ML models. The
results of the study suggest that the proposed model improved the diagnosis and treatment of sleep apnea by identifying the
risk factors.

Keywords Sleep apnea · Deep learning · Computer vision · Feature engineering

1 Introduction

A common sleep disorder known as sleep apnea and hypop-
nea syndrome (SAHS) is characterized by abnormal reduc-
tions or pauses in breathing during sleep [1]. It is estimated
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to affect 2% of middle-aged women and 4% of middle-aged
men. People suffering from severe sleep apnea are prone to
develop coronary artery disease, congestive heart failure, and
stroke [2]. Obstructive sleep apnea (OSA) is a common prob-
lem that affects at least 5% of adults [3, 4] and is linked to
a higher chance of hypertension [5], coronary heart disease
[6], atrial and ventricular arrhythmias [7], and mortality [8].
The physiologic linkages between obstructive airway events
and cardiac pathology are multi-factorial and carefully docu-
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mented in a consensus document from the American College
of Cardiology [9] and the American Heart Association [10].
The association between obstructive sleep apnea and heart
disease is supported by facts that treating sleep apnea low-
ers systolic blood pressure, improves left ventricular systolic
function, and lowers platelet activation [11].

Sleep apnea can be divided into two categories: Central
sleep apnea is caused by a disruption of normal communi-
cation between the brain and the respiratory muscles, while
obstructive sleep apnea is caused by upper airway obstruc-
tion. Patients with both OSA and heart failure have a high
co-occurrence of different conditions. Studies show a range
of prevalence from 11 to 38%. In patients diagnosed with
CSA, [12]. The data gives rise to speculation about how best
to identify and treat co-occurring disorders. Patients with
sleep apnea aremore likely to be hospitalized for an exacerba-
tion ofHF [13]. There are only positive results for obstructive
apnea, while studies have shown no clear benefit for central
apnea. Treatment options are being explored for both [14].

Obstructive sleep apnea (OSA) is aworldwide health crisis
that accompanies the global obesity epidemic. In the US,
OSA affects 17% of adult women and 34% of adult men.
Recent trends show that the number of people with OSA is
on the rise in theUSand the rest of theworld [15]. Sleep apnea
has been associated with metabolic syndrome features such
as insulin resistance, dyslipidemia, hypertension, and central
obesity [16]. The significant association between OSA and
cardiovascular disease may be attributed to the metabolic
syndrome and its negative effects on inflammation, oxidative
stress, and endothelial dysfunction [17].

People with heart diseases are at higher risk for sleep
apnea. Large prospective patient registries have shown that
sleep apnea, particularly OSA, is relatively common in out-
patient and inpatient cardiology settings [18, 19]. OSA has
been associated with several health conditions, including
hypertension [20], coronary artery disease [21], congestive
heart failure [22], stroke [23]. Cardiac arrhythmias, espe-
cially atrial fibrillation (AF), [24].

Neurobehavioral disorders are associated with obstruc-
tive sleep apnea syndrome (OSAS) [25, 26], heart disease
[27, 28], poor quality of life [28, 29], and more physician
visits [30], demonstrating the importance of detecting and
treating this condition. Therefore, the American Academy
of Pediatrics (AAP) recommends screening for OSAS dur-
ing regular doctor visits. Children with typical symptoms
(such as snoring, restless sleep, and daytime hyperactivity)
or risk factors (such as craniofacial, neurological, or genetic
disorders) should be considered for diagnosis. Overnight
polysomnography may confirm the diagnosis.

Over 34 million people worldwide and at least 3 million
Americans have AF [31]. Atrial fibrillation is thought to be
caused by abnormal atrial tissue substrates and triggers of
abnormal impulses, which often originate in the pulmonary

venous ostia[32]. However, the mechanisms by which AF
arises are not fully understood. Because of its immediate
effects on intrathoracic pressure and autonomic tone and its
ability to drive long-term changes in the underlying atrial tis-
sue substrate, OSA may favor the development of AF [33].
Obstructive sleep apnea is more common than usual in peo-
ple with AF (OSA) of moderate or higher severity [34, 35],
and the prevalence of AF in patients with moderate or severe
OSA is comparable to that in patients with AF [36]. Machine
learning can predict the likelihood of sleep apnea based on
several factors, including age, gender, BMI, and other med-
ical conditions.

In addition, the paper [37] discusses using supervised
machine learning methods to predict obstructive sleep apnea
(OSA). The authors used a noninvasive feature dataset of 231
records and applied commonmachine-learning algorithms to
develop the prediction models. After reviewing the dataset
and searching for hidden data, these were replaced with
the average and most frequent records. Standard machine
learning algorithms were used for modeling, and the over-
all performance of the models was evaluated using 10-fold
cross-validation. The results showed that the Naive Bayes
classifiers and logistic regression achieved the best predictive
modelswith an overall AUCof 0.768 and 0.761, respectively.
The SVMwith a sensitivity of 93.42% and Naive Bayes with
a specificity of 59.49% may be suitable for screening high-
risk individuals with OSA.

Finally, [38] discusses occlusive sleep apnea syndrome, an
airway sleep disorder characterized by intermittent noctur-
nal episodes of partial or complete upper airway obstruction.
The article highlights the high prevalence of this disorder in
the elderly population, with an estimated incidence between
20% and 60% in those over 65 years of age. It emphasizes
the importance of diagnosing and treating this disorder in
older patients as the average age of the world’s population
increases. The paper does not include specific results of stud-
ies or experiments.

This research work makes the following significant con-
tributions and offers an updated overview of the topic:

1. To the best of our knowledge, this is the first study
that illustrates theXGBoost_BiLSTMmodel successfully
predicts sleep apnea using EHR.

2. To avoid the problem of model overfitting, XGBoost
model is first time deployed for the selection of signif-
icant features from the dataset for the prediction of sleep
apnea.

3. The XGBoost_BiLSTM approach has a lower time com-
plexity due to the fewer features (six) it uses.

4. The newly developed XGBoost_BiLSTM model also
identifies the sleep apnea risk factors, which ultimately
assists us in lowering the likelihood of developing sleep
apnea.
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5. According to experimental findings, the proposed
XGBoost_BiLSTM model outperformed other cutting-
edge ML models and conventional LSTM in terms of
accuracy.

This paper discusses apnea detection usingmachine learn-
ing with cross-domain features. Section 2 explains the
concept of deep learning and the techniques that are used in
this work. The previous work based onML for sleep apnea is
described in Section 3 (literature review). Section 4 provides
the details of the material and methods of this study. Section
5 and Section 6 present the results and discussion of the pro-
posed work. Section 8 concludes the study with an overview
of future research.

2 Deep Learning

DeepLearning (DL) is a subfield of artificial intelligence (AI)
that simulates how the human brain processes data and cre-
ates patterns to enable rational decision-making. It is a branch
of machine learning (ML) that provides more sophisticated
tools for building models and applies a layered ANN to run
ML methods. Deep learning structures, known as deep neu-
ral learning (DNL), are built from multiple interconnected
layers. DL can learn from incoming data and transform it
into various degrees of data abstraction [39, 40]. DL Exam-
ples include recurrent neural networks (RNNs), deep neural
networks (DNNs), convolutional neural networks (CNNs),
and deep belief networks (DBNs). These methods provide
admirable results comparable to or superior to human reason-
ing, making them useful for various problems in numerous
fields of study, including intrusion detection.

2.1 Recurrent Neural Networks

Due to their recurrent (circular) connection mode, recurrent
neural networks (RNN), a subset of Deep Learning (DL), are
a better technique for processing sequential inputs. This class
of neural networks maintains hidden layers while using past
outputs as inputs [41, 42]. RNNs can process inputs of arbi-
trary length and keep the size of a model constant as inputs
grow. Unlike traditional feed-forward networks, RNNs can
remember what they have learned and base their judgments
on that information [43]. In other words, RNNs can recall
information in addition to what they learned during training
while producing output. RNNs are able to handle a variety
of research problems but also have problems such as vanish-
ing gradients [43, 44]. Because of this flaw, they are unable
to acquire long-term dependencies. Hochreiter and Schmid-
huber [45] introduced long short-term memory (LSTM) to
solve this problem.

2.2 Long-Short-Term-Memory (LSTM)

The recurrent neural network LSTM uses a gating mecha-
nism to learn long-term dependencies. It fixes the vanishing
gradient problem that occurs in traditional RNN training. To
avoid units and remember larger time steps, LSTM models
use numerous switching gates [46]. The LSTM design often
has a memory called cells that accepts input from the current
input and the previous state. These cells decide what to keep
and delete from memory before merging the previous state
with the current input to produce the subsequent input. In this
way, they can record long-term [47]. Due to their advantages
over traditional RNNs, LSTMs have attracted much inter-
est recently. The most pressing security challenges, such as
intrusion detection, are being addressed by network security
researchers with LSTMs [48, 49].

3 Literature Review

This section reviews the previous studies that presented ML
methods to classify and detect sleep apnea [50]. The sleep
apnea study also investigated different ML strategies with
diverse types of input data [51]. The aim of the [52] and
meta-analysis was to investigate the association between
obstructive sleep apnea (OSA) and erectile dysfunction (ED).
Masa et.al., performed a prespecified secondary analysis of
the largest multicenter randomized controlled trial of OHS
(Pickwick Project, n = 221 patients with OHS and coexisting
severe obstructive sleep apnea) to compare the efficacy of 3
years of NIV and CPAP on structural and functional echocar-
diographic changes [53]. More importantly, [54] proposes a
classification combination to further improve classification
performance by using the complementary information pro-
vided by each classifier. [55] Study on automatic screening
for obstructive sleep apnea using a lead-in electrocardio-
gram.Aproposed algorithmuses a lead-in electrocardiogram
(ECG) to detect OSA events.

Furthermore, the goal of [56] is to determine sleep and
wakefulness with a practical and applicable method. In [57],
the authors investigated an expert system for automatically
detecting obstructive sleep apnea from the lead-in ECG
using random undersampling boosting. The problem of auto-
matic sleep apnea detection from lead-in ECG signals was
addressed.

In addition, [58] that machine learning can automate
obstructive sleep apnea (OSA) detection. With tenfold cross-
validation, [59] detection achieves 88.3% accuracy for four-
group classification and 92.5% in the binary classification.
The goal of [60] is to analyze published research over the past
decade to answer research questions, such as how to imple-
ment different deep networks. In [61], an effective, efficient,
and sustainable system for automatic sleep apnea detection
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using pulse oximetry (SpO2) signals indicating the percent-
age of oxygen in the blood is presented.

In addition, [62] study identified obstructive sleep apnea
based on sleep architecture. The patient’s sleep stages and
transition relationships are used as features to propose a
machine learning-based OSA detection method. The pro-
posed method can be a low-cost and reliable wearable device
for monitoring sleep apnea at home and in the community
[63].

Furthermore, in [64], the authors propose an efficient
method to discriminate between patients with obstructive
sleep apnea (OSA) and normal control subjects using EEG
signals and machine learning algorithms. The delta, theta,
alpha, beta, and gamma subbands of the EEG signals were
separated. Energy and variance were extracted as descriptive
features from each frequency band. Four machine learn-
ing algorithms were used to detect OSA: Support Vector
Machines (SVM), artificial neural networks (ANN), linear
discriminant analysis (LDA), and Naive Bayes (NB). The
results showed that SVM achieved the best classification
accuracy of 97.14% compared to the other classifiers.

In addition, the paper [37] discusses using supervised
machine learning methods to predict obstructive sleep apnea
(OSA). The authors used a noninvasive feature dataset of 231
records and applied commonmachine-learning algorithms to
develop the prediction models. After reviewing the dataset
and searching for hidden data, these were replaced with
the average and most frequent records. Standard machine
learning algorithms were used for modeling, and the over-
all performance of the models was evaluated using 10-fold
cross-validation. The results showed that the Naive Bayes
classifiers and logistic regression achieved the best predictive
modelswith an overall AUCof 0.768 and 0.761, respectively.
The SVMwith a sensitivity of 93.42% and Naive Bayes with

a specificity of 59.49% may be suitable for screening high-
risk individuals with OSA.

Finally, [38] discusses occlusive sleep apnea syndrome, an
airway sleep disorder characterized by intermittent noctur-
nal episodes of partial or complete upper airway obstruction.
The article highlights the high prevalence of this disorder in
the elderly population, with an estimated incidence between
20% and 60% in those over 65 years of age. It emphasizes
the importance of diagnosing and treating this disorder in
older patients as the average age of the world’s population
increases. The paper does not include specific results of stud-
ies or experiments.

4 Material andMethods

4.1 Dataset

The Swedish National Study on Aging and Care (SNAC)
served as the data source for this study. SNAC is a long-
term consortium that collects multimodal data from Swe-
den’s aging population to develop reliable, comparable, and
durable data sets for aging research [65]. SNAC was estab-
lished as a multipurpose program to study health care quality
in the aging population. SNAC includes several databases
with information on various topics, such as medical records,
social variables, lifestyle factors, metacognitive data, and
physical assessment. In Blekinge, Skne, Nordanstig, and
Kungsholmen, SNACcollected data onSwedish seniors. Fig-
ure1, provides an overview of positive and negative samples
in the collected dataset. The collected dataset for this study
consists of 75 features with a total sample size of 10765.
Table 1 displays the nature of features as feature groups, fea-
ture names, and the total number of features in a particular
feature group.

Fig. 1 Description of dataset
samples
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Table 1 Feature Description

Feature_Group Feature_Names Total

Demographic Age, Gender 02

Lifestyle Physical-Workload, Past Smoker, Physically Demanding
Activities, Present Smoker, Alcohol Quantity, Leisure
Activities, Number of Cigarettes a Day, Social Activities,
Work Status, Alcohol Consumption, Light Exercise

11

Social Support Network, Education, Loneliness, Religious
Belief, Social Network, Voluntary Association, Religious
Activities

07

Medical History High Blood Pressure, Myocardial Infarction, Head
Trauma, Arrhythmia, Sleep Apnea, TIA/RIND, Diabetes
Type 1, Stroke, Thyroid Disease, Family History of
Importance, Cancer, Epilepsy, Number of Medications,
Diabetes Type 2, Parkinson’s Disease, Other Psychi-
atric Diseases, Snoring, Atrial Fibrillation, Hip Fracture,
Cardiovascular Ischemia, Heart Failure, Developmental
Disabilities, Depression

22

Health Instruments Backwards Digit Span Test, Digit Span Test, Livingston
Index, Sense of Coherence EQ5D Test, Instrumental
Activities of Daily Living, Mini-Mental State Exami-
nation, Activities of Daily Living, Comprehensive Psy-
chopathological Rating Scale, Physical Composite Score
of the SF-12 Health Survey,Clock Drawing Test, Mental
Composite Score of the SF-12 Health Survey

12

Biochemical Test C-Reactive Protein Analysis, Hemoglobin Analysis 02

Psychological Sense of Identity, Memory Loss, Personality Change,
Memory Decline, Abstract Thinking, Memory Decline
2

06

Physical Examination Blood Pressure on theRight Arm,Number of Teeth, Body
Mass Index (BMI), Assessment of Rising from a Chair,
Heart Rate Sitting, Heart Rate Lying, Hand Strength in
Right Arm in a 10s Interval, Hand Strength in Left Arm
in a 10s Interval, Single-Leg Standing with Right Leg,
Single Leg Standing with Left Leg, Pain in the last four
weeks, Dental Prosthesis, Feeling of Safety from Rising
from a Chair

13

Based on previously published research, variables were
selected from SNAC database (Blekinge) and variables from
eight categories were considered for this study such as
demographics, social, lifestyle, medical history, physical
examination, biochemical tests, psychological examination,
and assessment of various health instruments [66, 67]. We
obtained 10,765 data samples, of which 3461 were from
SNAC-Kungsholmen and 7304 from SNAC-Blekinge. The
dataset collected consists of 6816 females and 3949 males.
Only 229 of the 3949 males and 287 of the 6816 females
suffer from sleep apnea. Table 2 shows the statistical infor-
mation for the sample population.

4.2 ProposedModel

In this study, we presented aMLmodel that can predict sleep
apnea based on EHR. The proposed ML model is based on
two components that are hybridized into a single system. The

Table 2 The summary of samples in collected dataset

Female Male

Age_Group +ve −ve +ve −ve

60–70 96 2111 119 1611

70–80 98 1617 54 961

80–90 71 2119 49 960

90+ 22 682 07 188

Total 287 6529 229 3720

first component employed the XGBoost technique to select
the most significant variables from the dataset. XGBoost is
used to rank the variables from the dataset, and highly ranked
variables are fed into the second component for the predic-
tion of sleep apnea. In the second component, we employed
conventional LSTM and BiLSTMmodels. The performance
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of conventional LSTM and BiLSTM based on highly ranked
features from XGBoost was assessed. From the experimen-
tal results, the performance of XGBoost_BiLSTM is evident
in comparison to XGBoost_LSTM. Hence, we named the
newly designedmodelXGBoost_BiLSTM.Figure2 presents
an overview of the developed XGBoost_BiLSTM model for
the prediction of sleep apnea. Data preprocessing is the first
step of the proposed model because BiLSTM deals with
only numeric values. Therefore, all non-numeric features
in the dataset will be converted into numeric form. After
successfully convertingnon-numeric features to numeric rep-
resentations, feature scaling is the next step. The feature
scaling guarantees that the dataset is normalized. Because
the values of several features in the dataset have an uneven
distribution, we use Min-Max scaling to scale each feature’s
values between 0 and 1. This ensures that our classifier does
not provide biased results.

The Min-Max feature scaling equation is as follows:

S
′ = O − Omin

Omax − Omin
(1)

where S
′
denotes the new scaled values and O represents the

origional value.
The architecture of XGBoost for features ranking from

the dataset, along with the intuition of a conventional LSTM
architecture and details of a bidirectional LSTM (BiLSTM)
architecture, is given in the below sections.

4.3 Extreme gradient boosting (Xgboost) for Feature
Selection

One of the variants of the gradient boost engine is Xgboost,
which is considered to be one of the best-supervised learn-
ing algorithms available on the market. The fast out-of-core
execution speed of Xgboost makes it a favorite among data
scientists. In addition to regression and classification prob-
lems, Xgboost can be used for feature ranking from the
dataset. XGBoost is an ensemble learning algorithm that
employs cacheable block structure tree learning and regu-
larized learning. Z denotes the loss function, τ represents the
t th tree, and η(τ) is the regularized term. The second order
Taylor series of Z at the t th iteration is:

Zt �
n∑

j=1

[
z
(
x j , x

(t−1)
j

)
+ ρ jτ(y j ) + 1

2
β jτ

2(y)

]
+ η(τ)

(2)

where g j , β j stand for 1st and 2nd order gradients. Gain is
utilized to select the ideal split node throughout XGBoost
training.

Gain

= 1

2

[
(
∑

j εzZ g j )
2

∑
j εzZβ j + α

+ (
∑

j εzRg j )
2

∑
j εzRβ j + α

− (
∑

j εzg j )
2

∑
j εzβ j + α

]
− ψ

(3)

where Zz and ZR represent the left and right nodes, respec-
tively, after segmentation. z = zZ ∪ zR. α, ψ are penalty
parameters. The average gain is used to determine the final
significance value of the feature reflecting the gain for each
tree split. The average gain is determined by dividing the total
cumulative gain by the total cumulative number of splits for
each feature. The more significant and useful a feature is,
its value on the XGBoost significance scale is higher. The
top features are determined in descending order of impor-
tance to describe the PPIs. In bioinformatics, the XGBoost
methodwas used for feature selection. [68]. The loss function
is binary: logistic, there are 500 boosting trees, the maximum
depth is 15, and all other parameters are set to default values.

4.4 Conventional LSTM

A typical LSTM has the same control flow as a typical RNN,
analyzing data and recording information as it propagates.
The variations are a consequence of the LSTM’s cellular
activities. These characteristics allow the LSTM to ignore
or store information. The different gates and cell states form
the core of an LSTM. The cell state is a channel for trans-
mitting relevant data throughout the data processing. It could
be considered as the memory of the network. Different neu-
ral networks control the information that can be applied to a
cell state by acting as gates. During training, the gates learn
which information to store and which to forget. Three dif-
ferent gates control the flow of information within an LSTM
cell: the input gate, the output gate, and the forget gate. The
input gate determines what information is added from the
current state. The output gate determines the type of hidden
state that follows. The forget gate determines what must be
stored from the previous state. Figure3 represents a typical
LSTMarchitecture. The following equations provide amath-
ematical description of the connection between the inputs and
outputs at time τ and at time τ -1.

ατ = ϕ
[(

ωρα ∗ ρτ

) + (ωυα ∗ υτ−1) + (
ωμα ∗ μτ−1

) + κα

]
(4)

βτ = ϕ
[(

ωρβ ∗ ρτ

) + (
ωυβ ∗ υτ−1

) + (
ωμβ ∗ μτ−1

) + κβ

]
(5)

γτ = (βτ ∗ γτ−1) + ατ tanh
[(

ωυγ ∗ υτ−1
) + (

ωμγ ∗ μτ−1
) + κγ

]

(6)
φτ = ϕ

[(
ωρφ ∗ ρτ

) + (
ωυφ ∗ υτ−1

) + (
ωμφ ∗ μτ−1

) + κφ

]
(7)

λτ = φτ tanh(λτ ) (8)

whereατ represents the input gate,ρ denotes the input vector,
φ is the output gate,μτ denotes the output, and βτ represents
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Fig. 2 Overview of Proposed
Model

XGBoost: Feature Selection 

Variety of LSTM Methods

Conventional 
LSTM

Bidirectional
LSTM

Performance 
Evaluation

Dataset
Data Preprocessing

Forget Gate I nput Gate Output Gate

Fig. 3 Memory cell of LSTM

the forgetting function. The cell state is given by γτ , where
γ and κ are the weight and bias parameters, respectively.

4.5 Bidirectional LSTM (BiLSTM)

The bidirectional LSTM complements the standard LSTMs
to improve the classification performance of a model. Two

LSTMs are trained based on the input data. The first LSTM
was applied to the original input data, while the second was
to the reverse copy. This increases the expressiveness of the
network and leads to faster results. The concept underlying
theBiLSTM is quite simple. It consists of duplicating the first
recurrent layer of the network, passing the input data to the
first layer in its original form, and then passing the input data
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Fig. 4 Overview of BiLSTM
architecture

LSTM LSTM LSTM LSTM

LSTM LSTMLSTM LSTM

Inputs

Outputs

Forward
Layer

Backward 
Layer

Activation
Layer

to the duplicated layer in reverse order. This concept solves
the problem of vanishing gradients in conventional RNNs.

The BiLSTM is trained with all available past and cur-
rent input data within a specified time period. The BiLSTM
uses a forward and backward layer to process input data in
two directions (i.e., left-to-right and right-to-left) [69]. By
accepting the initial LSTM layer as input, the Keras library in
Python implements BiLSTMs via a bidirectional layer wrap-
per. The user can specify the fusion mode, which determines
how the forward and reverse outputs are combined before
being sent to the subsequent layer (Figure). In the Fig. 4, the
mathematical formula for the output based on the forward
hidden layer

−→
λτ , and the backward hidden layer

←−
λτ is given

as [70]:

−→
λτ = L(ω

ρ
−→
l
ρτ + ω−→

l
−→
l

−→
l τ−1 + κ−→

l
) (9)

←−
λτ = L(ω

ρ
←−
l
ρτ + ω←−

l
←−
l

←−
l τ−1 + κ←−

l
) (10)

Zτ = ω−→
l z

−→
lτ + ω←−

l z

←−
l τ + κz (11)

where l represents the hidden layer and ω denotes the input
weight matrices (forwards, backward) hidden weight, bias
vectors for both directions are given by κ(κ−→

l
and κ←−

l
).

5 Validation and Evaluation

To determine the efficacy of ML-based diagnostic systems,
the holdout validation approach has often been used as a
standard in the literature [71, 72]. However, the holdout val-
idation scheme is inappropriate when the dataset contains
imbalanced classes. Since ML models favor the majority
class, we used a stratified k-fold cross-validation scheme to
avoid biases caused by unbalanced classes in the collected
dataset [73]. The stratified k-fold validation scheme extends
the cross-validation technique by maintaining the same class
ratio across K folds as the original dataset ratio. To test the
efficacy of the proposed model, we used the stratified k-fold

Table 3 Performance of LSTM and BiLSTM using all features

Model Acc Sens Spec F-Score MCC

LSTM 93.06 86.23 79.66 94.00 0.5871

BiLSTM 95.12 90.58 92.00 95.00 0.6132

validation with k = 5. Specificity, sensitivity, and accuracy
are the evaluation measures used to assess the performance
of the proposed model. Using a receiver operator character-
istic (ROC) curve and, the Matthew correlation coefficient
(MCC) and area under the curve (AUC) is calculated. These
are the evaluation metrics that are mathematically specified:

Sensi tivi t y = T P

T P + FN
(12)

Speci f ici t y = T N

T N + FP
(13)

Accuracy = T P + T N

T P + T N + FP + FN
(14)

where TP stands for the number of true positives, FP for
the number of false positives, TN for the number of true
negatives, and FN for the number of false negatives.

F_score = 2T P

2T P + FP + FN
(15)

MCC

= T P × T N − FP × FN√
(T P + FP)(T P + FN )(T N + FP)(T N + FN ).

(16)

Furthermore, a binary classification problem is subjected
to statistical analysis, i.e., the F-measure is used to test the
model. The F-measure ranges from 0 to 1, where 1 represents
excellent predictions, and 0 represents the worst. The accu-
racy of a test is evaluated usingMCC.MCC ranges from 1 to
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Fig. 5 Performance comparison of BiLSTM with conventional LSTM model using all 75 features

–1, where 1 represents a perfect prediction, and –1 represents
the worst prediction.

6 Results

6.1 Comparison of LSTM and BiLSTM Using All
Features

In the first phase of experiments, we examined the perfor-
mance of conventional LSTM and BiLSTMmodels using all
75 features of the dataset. The performance of both con-
ventional LSTM and BiLSTM models is evaluated using
the stratified K-fold cross-validation method, with the value
of k set to 5. The performance of the conventional LSTM
and BiLSTM models is validated using various evaluation
metrics, i.e., accuracy, sensitivity, specificity, F1 score, and
MCCwhich are given in Table 3, withBiLSTMachieving the
highest test accuracy of 95.12% compared with conventional
LSTM models of 94.56%.

We also evaluate the performance ofBiLSTMand conven-
tional LSTMmodels while using all features from the dataset
based on the ROC curve. The graph with a larger area under
the curve (AUC) is considered more accurate. From Fig. 5,
it can be seen that the BiLSTM has a larger AUC in com-
parison to the conventional LSTM. Hence, BiLSTM is more
efficient than conventional LSTM.

6.2 Bidirectional LSTMUsing Xgboost Feature
SelectionModule

In this experiment, we hybridized the XGBoost model with
the BiLSTM model, using the XGBoost model to rank the

Fig. 6 Features ranking based on their importance using XGBoost

features in the dataset.All 75 features in the dataset are ranked
according to their importance, as shown in Fig. 6.

After ranking the features, we set a threshold to select
the best features. The selected features are then fed into
the BiLSTM model for classification. The proposed model
(XGBoost_BiLSTM)was evaluated using evaluationmetrics
such as training accuracy, test accuracy, sensitivity, speci-
ficity, andMCC. The results of the proposed model are given
in Table 4 along with the number of features selected using
the XGBoost module. Table 4 shows that the proposedmodel
(XGBoost_BiLSTM) achieves the highest test accuracy of
97.00% while using the six best features of the dataset. In
contrast, using the six best features of the dataset.

In addition, we used a ROC curve to validate the per-
formance of the proposed model (XGBoost_BiLSTM). The
model ML with a large area under the curve (AUC) is con-
sidered more efficient. Therefore, we tested the performance
of the proposed model based on the ROC curve using the six
best features from the dataset. Also, the conventional LSTM
model was tested based on the ROC -curve using the six best
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Table 4 Performance of
BiLSTM Model based on
Xgboost feature ranking

SF1 Feture_Code Acc Sens Spec F-Score MCC

01 [73] 95.66 95.00 90.44 85.26 0.5488

02 [40, 73] 97.14 95.25 95.97 90.00 0.5700

03 [40, 72, 73] 95.98 95.67 92.74 85.00 0.5825

04 [40, 44, 72, 73] 96.00 95.66 98.59 92.00 0.5874

05 [38, 40, 44, 72, 73] 96.53 96.15 88.76 90.21 0.6145

06 [38, 40, 44, 69, 72, 73] 98.75 97.00 89.26 95.19 0.6232

1 Selected Features

Fig. 7 Performance comparison of BiLSTM with conventional LSTM model using top 6 ranked features

features from the dataset. From Fig. 7, it can be seen that
the ML (XGBoost_BiLSTM) model has a large area under
the curve compared to the (XGBoost_Conventional LSTM)
model.

6.3 Performance of ML_Models Using All Features

In this experiment, all 75 features of the dataset were used to
evaluate the performance of several modernMLmodels. The
performance of the ML models was evaluated using the fol-
lowing evaluationmetrics: training accuracy (Acc.Train), test
accuracy (Acc.Test), sensitivity (Sens.), specificity (Spec.),
F1 score, andMatthew’s correlation coefficient (MCC) based
on a holdout validation scheme with 70% data for the train-
ing of the model and 30% data for the testing of ML models.
From Table 5, it can be seen that the model RF achieves the
highest test accuracy of 83.40 compared to the other models
from ML. We also used ROC curves to test the effectiveness
of the ML models. The ML model is more accurate and reli-
able because it has a larger area under the curve (AUC). From
Fig. 8, it can be seen that the performance of the RF model is
much better than the other ML models, which have an AUC
of 83.40%.

Table 5 ML models performance with all features used

Model Acc Sens Spec F-Score MCC

LR 88.53 56.21 66.45 82.00 0.4521

GNB 70.10 58.51 74.45 65.00 0.3864

LDA 82.00 85.63 70.47 82.00 0.4600

KNN 68.00 72.11 59.45 62.00 0.3656

DT 61.44 44.33 88.00 57.00 0.3317

RF 92.54 90.23 81.54 84.00 0.4851

SVM 76.63 78.47 68.14 71.00 0.4287

AdaBoost 90.62 82.36 78.94 83.00 0.4700

In this study, we developed a hybrid machine learn-
ing model combining XGBoost and BiLSTM to detect risk
factors and diagnose sleep apnea. The proposed model con-
sists of two modules: The first module classifies the most
important features from the dataset, and the second module
performs sleep apnea classification. To evaluate the per-
formance of our model, we used a k-fold cross-validation
scheme (k=5). We compared it with eight other state-of-
the-art machine learning models, including a conventional
LSTM model. Our proposed model achieved 97% accuracy
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using only the top six features in the dataset. These six fea-
tures, including type 2 diabetes, external injuries, mental and
behavioral disorders, psychological stress and emotions, a
comprehensive psychopathology rating scale, and respira-
tory system diseases, are themain risk factors for sleep apnea
in older adults. Overall, our proposed model outperformed
the conventional LSTM and other modern machine learning
models, demonstrating its potential for early detection and
diagnosis of sleep apnea in older adults

7 Discussion

Using machine learning and deep learning techniques, we
identified the six major factors contributing to sleep apnea
in older adults. The proposed sleep apnea prediction model
consists of two modules, the first of which ranks features by
importance. We used a machine learning model (XGBoost)
to rank the features in the dataset. After ranking the features,
we used deep learning techniques such as LSTM and BiL-
STM. The performance of the LSTM and BiLSTM models
was tested using various evaluation metrics. According to
the experimental results, BiLSTM outperformed the LSTM
model and several other state-of-the-art machine learning
models. BiLSTMachieved the highest accuracy of 97%com-
pared to the accuracy of the LSTM model, while using the
same six main features. These (38, 40, 44, 69, 72, 73) six
features are critical for the development of sleep apnea in
older adults. Table 6 provides information regarding the fea-
ture code (F_Code), feature label (F_Label) selected by the
proposed model (XGBoost_BiLSTM) and describes the six
main risk factors for sleep apnea in older adults. If we avoid
these risk factors, we can improve the health of older adults
and reduce the risk of sleep apnea.

It is also important to mention the limitations of this study
so that future researchers can benefit from it. The proposed
study used EHR for experimental purposes, and the sample
size of the dataset was modest (10,765). But deep learning
methods work well for larger datasets. Therefore, in further
research, researchers should collect datasets with a larger
sample size. Although sleep apnea is a rare disease, the num-
ber of positive cases of sleep apnea is far less in comparison
to healthy subjects. Themachine learningmodels tend to bias
toward the majority class in the dataset; therefore, a balanced
dataset should be collected in the future. To avoid the prob-
lem of bias in the proposedmodel, we used a cross-validation
scheme with several evaluation metrics to truly validate the
performance of the developed algorithm. Moreover, instead
of using a single modality, a multimodal dataset should be
used for the prediction of sleep apnea. For clinical setup, a
huge amount of medical data is generated these days. The
generated data can be utilized for the improvement of the
health conditions of adults. Based on the given scenario, the
proposed model used the EHR of the patients to predict sleep
apnea. The proposedmodel also identified the risk factors for
sleep apnea in the patient. Through identification of the risk
factors, medical practitioners can advise the patient to alter
their lifestyle so that the development of sleep apnea can be
avoided.

8 Conclusion

In this study, we developed a hybrid ML model (XG
Boost_BiLSTM) to diagnosis of sleep apnea. The proposed
model consists of two modules: The first module ranks the
most important features from the feature space, and the sec-
ond module used for the classification of sleep apnea. To
evaluate the performance of (XGBoost_BiLSTM) model,

Fig. 8 ROC curve analysis of
ML models
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Table 6 Description of top six
risk factors of sleep apnea

F_Code1 F_Label2 Description

38 K70 Diabetes type 2

40 K76 Injury by external causes (external causes: S00-T98)

44 K91 Mental and behavioural disorders (F00-F99)

69 O199 Psychological distress and emotions

72 CPRS (Sum) Comprehensive Psychopathological Rating Scale

73 K57 Diseases of the respiratory system (J00-J99)

1 Features Code
2 Features Label

we used a k-fold cross-validation scheme (k = 5). The per-
fomance of (XGBoost_BiLSTM) model is compared with
other state-of-the-art ML models, including a conventional
LSTM model.The newly constructed (XGBoost_BiLSTM)
model achieved the highest accuracy of 97%while using only
the top six features from feature space. The selected top six
features consist of; type 2 diabetes, external injuries, mental
and behavioral disorders, psychological stress and emotions,
a comprehensive psychopathology rating scale, and respira-
tory system diseases, are themain risk factors for sleep apnea
in older adults. Overall, the proposed (XGBoost_BiLSTM)
model outperformed the conventional LSTM and other ML
models by demonstrating its potential for early detection and
diagnosis of sleep apnea. In this study, the dataset used for
the experimental purpose was based on the EHR, but in fur-
ther research, researchers can employ a multimodality-based
dataset. Furthermore, deep learning algorithms perform well
when the number of samples in the dataset is large; therefore,
we need to collect a dataset with a larger sample size.

Supplementary information Detail of list of variables used
in this study is provided along with the upload matrial.
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