
DO C T O R A L D I S S E R T A T I O N

WHAT DID YOU EXPECT?
A human-centered approach to investigating and reducing
the social robot expectation gap

JULIA ROSÉN
Informatics





WHAT DID YOU EXPECT?

A human-centered approach to investigating and reducing
the social robot expectation gap





DOCTORAL DISSERTATION

WHAT DID YOU EXPECT?

A human-centered approach to investigating and reducing

the social robot expectation gap

JULIA ROSÉN

Informatics



Julia Rosén, 2024

Doctoral Dissertation

Title: What did you expect?
A human-centered approach to investigating and reducing

the social robot expectation gap

University of Skövde 2024, Sweden

www.his.se

Printer: Stema Specialtryck AB, Borås

ISBN 978-91-987906-9-6

Dissertation Series No. 55 (2024)

https://www.his.se/


ABSTRACT

We live in a complex world where we proactively plan and execute various behaviors by
forming expectations in real time. Expectations are beliefs regarding the future state of
affairs and they play an integral part of our perception, attention, and behavior. Over
time, our expectations become more accurate as we interact with the world and others
around us. People interact socially with other people by inferring others’ purposes,
intentions, preferences, beliefs, emotions, thoughts, and goals. Similar inferences
may occur when we interact with social robots. With anthropomorphic design, these
robots are designed to mimic people physically and behaviorally. As a result, users
predominantly infer agency in social robots, often leading to mismatched expectations
of the robots’ capabilities, which ultimately influences the user experience.

In this thesis, the role and relevance of users’ expectations in first-hand social human-
robot interaction (sHRI)was investigated. There are twomajor findings. First, in order
to study expectations in sHRI, the social robot expectation gap evaluation framework
was developed. This framework supports the systematic study and evaluation of expec-
tations over time, considering the unique context where the interaction is unfolding.
Use of the framework can inform sHRI researchers and designers on how to manage
users’ expectations, not only in the design, but also during evaluation and presentation
of social robots. Expectations canbemanagedby identifyingwhat kinds of expectations
users have and aligning these through design and dissemination which ultimately cre-
ates more transparent and successful interactions and collaborations. The framework
is a tool for achieving this goal. Second, results show that previous experience has
a strong impact on users’ expectations. People have different expectations of social
robots and view social robots as both human-like and as machines. Expectations of
social robots can vary according to the source of the expectation, with those who had
previous direct experiences of robots having different expectations than those who
relied on indirect experiences to generate expectations.

One consequence of these results is that expectations can be a confounding variable
in sHRI research. Previous experience with social robots can prime users in future
interactions with social robots. These findings highlight the unique experiences users
have, even when faced with the same robot. Users’ expectations and how they change
over time shapes the users’ individual needs and preferences and should therefore be
considered in the interpretation of sHRI. In doing so, the social robot expectation gap
can be reduced.
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SAMMANFATTNING

Vi lever i en komplex värld och för att kunna hantera denna komplexitet formar vi
forväntningar. Förväntningar är antaganden om framtida tillstånd och är en vital del av
vår perception, uppmärksamhet och beteende. Genom att interagera med omvärlden
och andra människor blir våra förväntningar mer precisa och korrekta över tid. I en
social interaktion behöver vi förstå den andra personens syften, avsikter, preferenser,
övertygelser, känslor, tankar ochmål. Sociala robotar är utformade för att skapa liknan-
de inferenser när användare interagerarmeddem.Detta kan leda tillmissbedömningar
mellan vad vi förväntar oss av sociala robotar och vad dessa artefakter är kapabla till,
vilket påverkar användarupplevelsen av sociala robotar.

I den här avhandlingen presenteras den forskning som har utförts för att studera
rollen och relevansen avmänniskors förväntningar i social människa-robotinteraktion
(sMRI). Resultaten kan delas in i två större fynd. Det första fyndet är ett utvärde-
ringsramverk som ämnar att systematiskt studera användares förväntningar av sociala
robotar i en interaktion, med fokus på hur förväntningar ändras över tid i en interak-
tion, med interaktionens unika kontext i åtanke. Ramverket är menat för designers
av sociala robotar och forskare inom sMRI-fältet för att bättre studera, hantera, och
förstå förväntningar, både i robotarnas design och i robotarnas agerande. Det andra
fyndet består av de empiriska resultat som visar hur tidigare erfarenheter påverkar
användares förväntningar. Förväntningarna baseras till stor del på vilka typer av tidi-
gare erfarenheter användare har, där demed direkta erfarenheter av robotar har andra
förväntningar än de med indirekta erfarenheter. Vidare visar resultaten att användare
ser sociala robotar både som människolika och som maskiner samtidigt.

Förväntningar kan också ses som en bakomliggande variabel inom sMRI-forskning
eftersom tidigare erfarenheter kan påverka deltagare i kommande interaktioner med
sociala robotar. Resultaten visar även att användarupplevelsen är unik för varje an-
vändare, även om roboten är densamma, vilket bör tas i åtanke när resultat tolkas i en
sMRI-kontext. Genom att ha förväntningar i åtanke kan vi minska det gap som uppstår
mellanmänniskors förväntningar av sociala robotar och robotarnas faktiska förmågor.
På så sätt kan vi främja positiva användarupplevelser och förbättra interaktionen
mellan människa och robot.
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CHAPTER 1

INTRODUCTION

We live in aworld that is full of people, events, and things. In order to copewith the
constant information flow from the world, we require a wide range of capabilities
that aids us in parsing this information. A major factor in understanding the
world is the expectations people have of these people, events, and things; i.e.,
looking ahead to an imagined future state of affairs and acting accordingly. The
human mind uses past events to organize and reorganize itself to drive responses
to external stimuli. This process is constant, happens on all cognitive levels, and
over time we learn to understand the world better and make better predictions of
the future (Olson, Roese, and Zanna, 1996; Roese and Sherman, 2007; Kveraga,
Ghuman, and Bar, 2007; Hohwy, 2013).

Social interactions are an integral part of human life, and other people’s thoughts,
feelings, and actions, in relation to oneself is managed in real time by forming
expectations of others (Premack andWoodruff, 1978; Dennett, 1989; Ward, 2015;
Mascolo and Bidell, 2020). In turn, we adjust our own behavior in unison with
these expectations in order to create successful social interactions. The expecta-
tions we form of people are quite different than the expectations we form of things.
If a person wants a soda and interacts with a soda machine, that interaction is
(usually) not characterized as social, and subsequently our expectations are not as
complex as in social interactions. If the person inserts a coin and presses a button,
they will expect to receive a soda. If a person, instead, wants a soda and asks
a friend for one, that social interaction will require many complex expectations.
The person may first consider the appropriateness of asking such a question by
imagining what their response will be to such a request. The person may also
consider how to ask the questions, and what to say after the friend’s response
depending on if they say yes or no. Then, if the friend agrees and gets a soda,
the person may consider how the friend will get the soda and what to say once it is
done. If the friend ends up not giving the soda, the person may feel hurt by their
friend. In contrast, if the soda machine fails to dispense a soda, there might be
disappointment, but there will probably not be any feelings of hurt because the
soda machine cannot have premeditated malicious intent.
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Indeed, our social expectations are different than other kinds of expectations, but
there are artifacts that blur the line between what is considered social or not (Alač,
2016; Clark and Fischer, 2023). Specifically, there are robots that are made to act
socially in numerous environments with the aim to meet the social and emotional
needs of people (Breazeal, 2003; Fong, Nourbakhsh, and Dautenhahn, 2003;
Thrun, 2004; Meister, 2014). These so-called social robots are designed with
the intention of mirroring peoples’ way of interacting socially. Depending on if
people view a social robot as human-like or as a machine, the expectations formed
may be from a human-human perspective, or it may be from a human-computer
perspective. The maturity of people’s expectations is influenced by society, and
these expectations, in turn, shape what is perceived as ordinary, extraordinary,
normal, or abnormal (Floridi, 2016). In science fiction, social robots are portrayed
as ”almost humans” with internal states, which may bleed into real human-robot
interactions and create high expectations (Sandoval, Mubin, and Obaid, 2014;
Alves-Oliveira et al., 2015; Oliveira and Yadollahi, 2023). The gap between a social
robot’s capabilities and its perceived capabilities can thus be vast. In terms of
the soda machine example, it is harder to predict what people will expect from a
social robot. A sodamachine and a social robot are bothmachines, however, social
robots are designed as being human-like in many regards which may generate
expectations akin to that of a person when asked about receiving a soda. For
example, the person may ask politely for a soda and have similar expectations as
toward another person in relation to what kind of response the person may get.

Due to the duality of social robots (both human-like and a machine) it is harder
to determine what kinds of expectations are formed. These expectations will
ultimately affect the interaction between humans and social robots. Therefore,
this Ph.D. thesis focuses on the role and relevance of users’ expectations in social
Human-Robot Interaction (sHRI). This topic is ofmajor importance because these
expectations are a considerable indicator of behavior, and ultimately determine
the success of social interactions (Olson, Roese, and Zanna, 1996). Understanding
the expectation of social robots and their many components are still an emerging
area within the Human-Robot Interaction (HRI) field, andmore specifically in the
sub-field of sHRI. This line of research is surprisingly understudied. In fact, it
is not uncommon that expectations are generally ignored when conducting sHRI
studies. It is well-acknowledged, from the fields of psychology and cognitive
science, that expectations are an underlying aspect of social interactions. This
makes it especially problematic when sHRI ignores expectations because much of
the research that is being done in sHRI today holds the assumption that human-
robot interaction is similar to human-human interaction, with borrowed method-
ology from these human-centered fields. In addition, in the fields of Human-
Computer Interaction (HCI) and User Experience (UX), the importance of users’
expectations when interacting with interactive digital systems is a core aspect,
both before, during and after the interaction (Roto et al., 2011). Although there
have been a few attempts to explicitly study expectations in HRI, the role of
expectations has not been systematically investigated and analyzed within the
sHRI field (Lohse, 2009; Lohse, 2010; Meister, 2014; Kwon, Jung, and Knepper,
2016; Jokinen and Wilcock, 2017; Edwards et al., 2019; Horstmann and Krämer,
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2020a; Manzi et al., 2021). Expectations are especially important to understand
when the expectations are not met because this can guide and inform the future
design of social robots, which ultimatelywould lead tomore successful interactions
and increased interaction quality. When expectations are not met an expectation
gap is created, where the expected capability and the actual capability of the robot
are not met or poorly aligned.

1.1 AIM AND RESEARCH QUESTIONS

The aim of this thesis is to investigate the role of user expectations play when in-
teracting socially with social robots. I approach this aim from an interdisciplinary
perspective to map out the concept of expectation and how it affects humans’
interactions with social robots. The research questions are the following:

Research Question 1 (RQ1): How can users’ expectations be studied in sHRI?

Research Question 2 (RQ2): What is the role and relevance of users’ expecta-
tions in sHRI?

RQ1was formulatedwith themotivation that there are nowidely adoptedmethods,
approaches, or techniques to study users’ expectations of social robots within the
sHRI field. Methods in sHRI are typically focused on users’ preferences in and
of themselves without paying any focus on how these preferences are actually
formed. Understanding how these preferences are formed would provide addi-
tional important dimensions for analysis towards gaining a deeper understanding
of social human-robot interactions. Understanding the role and relevance of user
expectations allows for managing those expectations that ultimately may lead to
successful interactions and positive experiences, which is one of the major goals
within the sHRI field.

For RQ1, additional insights need to be acquired in relation to the methodolog-
ical practices in the sHRI field. As mentioned, sHRI methods, approaches, or
techniques are to a great extent borrowed from and inspired by other fields that
focus on human-human interactions, such as psychology and cognitive science,
and along with the fast-growing development and the nature of sHRI, there is a
risk that certain practices become the norm without careful considerations (Irfan
et al., 2020). The intended contribution of answering RQ1 is therefore the devel-
opment of a framework for studying expectations and an increasedmethodological
awareness within the sHRI field.

RQ2 was formulated with the motivation that users’ expectations play a role in
social human-robot interactions, serving as a potential confounding variable, and
need more attention within the sHRI field. It is important to gain a deeper un-
derstanding of expectations because social robots stand out from other kinds of
artifacts in the way that people may expect social robots to be and act both as
human-like and as machines (Alač, 2016). In addition, people have less personal
experience with these robots, relying more on the indirect experiences of social
robots, such as those portrayed in media, which may lead to too high expectations
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of social robots when interacting first-hand with them (Oliveira and Yadollahi,
2023). By gaining a richer understanding of users’ expectations we can also
manage these expectations by aligning expected robot capabilities and actual robot
capabilities. Ultimately, having well-aligned expectations can contribute to suc-
cessful interactions and, consequently, result in more positive user experiences.
However, it’s worth noting that there are instances where users have extremely
low or negative expectations, and merely meeting these may not always guarantee
a good user experience. The intended contribution of answering RQ2 is therefore
to reduce the users’ expectation gap of social robots.

1.2 THESIS OUTLINE

In chapter 2, I present background on the HRI and sHRI fields including a histor-
ical view of how the fields have evolved since their early years. Then I present an
overview of expectations and how it relates to social robots, followed by concepts
and theories that relate to expectations. Lastly, I briefly introduce previous and
representative research on expectations in sHRI.

In chapter 3, I present the methods I have used in my thesis to investigate my
two research questions. The methods include the theoretical development of an
evaluation framework, two literature studies, one empirical study, and one survey.

In chapter 4, I summarize each paper that is included in this thesis. I also summa-
rize workshop contributions that relate to ethical considerations of users’ expecta-
tions of social robots.

In chapter 5, I present the major findings in this thesis. These findings are divided
into the two research questions.

In chapter 6, I discuss the findings identified in this thesis and put them into a
bigger context of theHRI field and the implications of using social robots in society.
I also offer a set of guidelines for understanding and reducing the social robot
expectation gap. Then, I discuss the limitations of my work and present future
directions this research topic can take. Finally, I offer some concluding remarks.
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CHAPTER 2

BACKGROUND

In this chapter, I present the research field of HRI, including the field’s develop-
ment and the sub-field of sHRI as well as its relation to the field of UX, which
offers context to why and how expectations play such an integral part in human-
robot interaction. Then, I define and present the concept of expectations and
how it relates to sHRI. Because expectations is such a broad concept, there are
other concepts and theories that relate to expectations which are presented in this
chapter. Lastly, I present previous research on expectations in sHRI.

2.1 HUMAN-ROBOT INTERACTION

The field of HRI aims to understand the interaction between human and robot – it
is the study of the behaviors, feelings, and opinions that individuals have towards
social robots. The goal is to create interactions that are acceptable and meet the
social and emotional needs of an individual (Dautenhahn, 2013). The HRI field
is relatively new, with its conception around the first HRI conference IEEE RO-
MAN in 1992 (Dautenhahn, 2007b; Goodrich, Schultz, et al., 2008). TheHRI field
consists of researchers with varying backgrounds, including computer science,
artificial intelligence (AI), engineering, psychology, philosophy, cognitive science,
human factors, HCI, UX, anthropology, linguistics, human-animal interaction,
and other disciplines (Winkle et al., 2023). The shaping of HRI is therefore
influenced by different ideas of what it should look like (Dautenhahn, 2007b;
Weiss, 2016; Lindblom and Andreasson, 2016; Lagerstedt and Thill, 2020). Many
HRI researchers agree that the field should keep its interdisciplinary nature while
still finding common groundwhen conducting research (Baxter et al., 2016). Thus,
due to the nature of being a growing interdisciplinary research field, HRI is facing
several challenges, including building a foundation of frameworks, terminologies,
theories, models, methods, and tools (Baxter et al., 2016; Lagerstedt and Thill,
2023). It would be beneficial to consider and incorporate research from a wider
outlook that may challenge and enhance existing frameworks and embark on
new frontiers within the field. It should be noted, however, that the broader
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outlook also implies that researchers within the field need to adopt a broader set
of literature, theories and and methods (Lindblom and Andreasson, 2016).

Having researchers from varying backgrounds results in different motivations for
approaching the field of HRI. Roboticists might aim for building advanced robotic
systems for real-world applications (e.g., collaborative robots that are able to assist
human operators in manufacturing) (Goodrich, Schultz, et al., 2008). Cognitive
science and AI researchers might want to implement complex autonomous sys-
tems, using robots as embodied or physical test beds, or proofs of concepts of such
artificial cognitive systems (Aly, Griffiths, and Stramandinoli, 2017). HCI and UX
researchersmight focus on the user by creating successful interactions and striving
for good interaction quality with robots (Lindblom, Alenljung, and Billing, 2020).
Psychologists and anthropologists might use robots as tools in order to deepen
the understanding on fundamental issues of how humans interact socially and
communicate with interactive systems (Kahn Jr et al., 2007).

Although there are several characterizations and definitions of HRI, there appear
to be three broader views of the field: robot-centered view, robot-cognition cen-
tered view, and human-centered view. These views have notably been summarized
by Dautenhahn (2007) in her conceptual space of HRI. Meister (2014) later added
an AI view, however, I focus on Dautenhahn’s (2007) views. All three views
are considered in HRI and are not mutually exclusive. A research project might
have a researcher go into the technical aspects of voice recognition in a social
robot whereas another researcher might focus on how participants interpreted
and understood the interaction. Sometimes these views are combined in the same
study.

From a robot-centered view, there is an interest to develop various kinds of robots.
Robots that had been used until the early 2000s were mostly handled by profes-
sionals such as developers and researchers in laboratory settings with little need
for the robot to be social because they were mainly operated without direct human
interaction (Breazeal, 2003). Therefore, this view has been the most developed
and studied within the HRI field because the field was created from this tradition
(Dautenhahn, 2007b). Although there has always been an interest in human-like
robots, the interest has grown significantly since the start of the HRI field. From
this technical point of view, Goodrich and Schultz (2008, p. 210) framed HRI in
the following way:

Taking a very broad and general view of HRI, one might consider that it includes
developing algorithms, programming, testing, refining, fielding, and maintaining
the robots. In this case, interaction consists primarily in discovering and diag-
nosing problems, solving these problems, and the reprogramming (or reiting) the
robot.

Beyond the robot-centered view, the robot-cognition centered view is based on the
interest to create intelligent systems for robots (Dautenhahn, 2007b). This view
focuses on the social robot and the cognitive and social skill it can possess. Social
robots are defined as robots with anthropomorphic and zoomorphic features that
are intended to work in social interactions with people (e.g., figure 2.3, 2.1, and
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2.2). The objective is using a social robot as an intelligent system, with research
challenges regarding the development of cognitive robot architectures, machine
learning, and problem solving. As further explained by Dautenhahn (2007, p.
684):

Defining socially acceptable behaviour, implemented, for example, as social rules
guiding a robot’s behaviour in its interactions with people, as well as taking into
account the individual nature of humans, could lead to machines that are able to
adapt to a user’s preferences, likes and dislikes, e.g., an individualized, personalized
robot companion.

Thus, social robots need to be able to perform and learn tasks in a flexible and
adaptive manner and should be able to be personable. A social robot that is truly
personalized to its user, and can be called a companion, needs to have a specific set
of characteristics. The social robot needs to have a constant interaction with the
user (including social skills) while serving several functions. Therefore, the robot
should be viewed as a unique companion designed to establish a social bond with
its user. All social robots have, in oneway or another, been developed froma robot-
cognition centered view because they are attempting to be social robots equipped
with a complex interaction pattern, e.g., speech, voice recognition, response to
touch, face recognition and other features that contribute to establish a dynamic
interaction between the human and the social robot.

Although researchers working in the robot-centered view focuses on creating com-
plex cognitive and social skills in social robots, typically with the aim to be human-
like, it is worth noting that social robots should not be considered actual human.
There is an ongoing debate regarding the future of AI and whether or not it will be
able to possess consciousness, usually referred to as strong versus weak AI (Cole,
2023); however, in this work I focus on the social robots that are possible today,
which only is the illusion of life. Even though social robots todaymay have complex
cognitive and social skills, social robots do not possess actual genuine life.

The human-centered view focuses on the individuals using and interacting with
the robots. HRI is not exclusively concerned with the development of robots, but
also the interaction that occurs between an individual and a robot, especially social
robots. As explained by Dautenhahn (2013):

A number of people are interested in studying the interaction of people and robots,
how people perceive different types and behaviours of robots, how they perceive
social cues or different robot embodiments, etc. The means to carry out this work is
usually via ’user studies’ (...) Such research strongly focuses on humans’ reactions
and attitudes towards robots.

Thus, the objective for an HRI researcher with the human-centered view is to
investigate and analyze how humans interact with robots. The focus is therefore
not on what is happening inside the robot but rather on how humans understand
and interpret the interaction with the robot. In these types of studies, it is com-
mon to use social robots (i.e., robots that can perform a task that is comfortable
to the human) (Dautenhahn, 2007b). From a human-centered perspective, the
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Figure 2.1: The social robots Nao by Aldebaran (2023)

primary concern is not making the robot inherently social, but having the robot be
perceived as social. My doctoral work has focused on the human-centered view,
specifically in relation to what we expect of these social robots.

2.1.1 THE HUMAN-CENTERED VIEW: SOCIAL ROBOTS, sHRI, AND
METHODS

Studying HRI from the human-centered view usually involves the use of social
robots that are able to interact socially. Studying the social aspects of human-
robot interaction can further be categorized as the sub-field sHRI (where the socio-
cognitive view oftentimes also falls under). Social interaction plays a key role
in sHRI and for social robots. Social robots can be applied to various settings
(e.g., as research platforms, toys, educational tools, and therapeutic aids) (Fong,
Nourbakhsh, and Dautenhahn, 2003; Jost et al., 2020). Social robots can also
take on different social roles, such as partners, companions, peers or assistants.
Most social robots are meant to act human-like to fit these roles. There are also
pet-like social robots that serves as a companion for humans. Consequently,
robots can be both, so called, anthropomorphic and zoomorphic. As previously
mentioned, robots that are used in sHRI and have anthropomorphic or zoomor-
phic traits are defined as social robots, though there are several other terms for
such robots (Breazeal, 2003; Fong, Nourbakhsh, and Dautenhahn, 2003; Thrun,
2004; Meister, 2014). For example, according to Brezeal (2003; 2004), sociable
humanoid robots (as she has chosen to call them) have changed the way we think
of autonomous robots because these actively interact with humans in the same
environment as humans, and are not remotely controlled. Instead, these robots
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“can communicate in amanner that supports the natural communicationmodal-
ities of humans. Examples include facial expression, body posture, gesture, gaze
direction, and voice” (Breazeal, 2003, p. 120). In addition, these robots are able
to engage humans’ expressive social cues.

Figure 2.2: The social robot Furhat by Furhat Robotics (2023)

Social robots are thus usedwith the purpose to behave like humans, and there are a
number of ways in which we understand other human beings in an interaction. We
can use verbal and body language, gestures, facial expressions, and other features
that make up a typical human-human interaction (HHI). Human behavior and in-
teraction have been widely researched and continue to be investigated in research
fields such as psychology, sociology, cognitive science, philosophy, HCI, and UX.
Because human behavior and interaction have been so rigorously researched for
a long time, this research can be used as a foundation for modeling interaction
behavior in a social robot. Thus, the field of sHRI is, in part, based on much
of the research from HHI (Jost et al., 2020). Hence, there is an underlying as-
sumption that the interaction between people represents an ideal for human robot
interaction and that knowledge about HHI can be transferred to HRI. Moreover,
the development of social robots is often seen as an attempt to have humans
interact with technology in human-like ways, and robots are therefore equipped
with human-like modalities, which separates social robots from other kinds of
technology like computers or smartphones. Because social robots are purposely
designed to be human-like, they can be viewed as a metaphor for a human, where
social robots are created in the image of humans. Social robots have, therefore,
great potential to create smoother interactions between humans and technology.
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It is worth noting that this strong connection to HHI is an assumption and not
always correct, yet it is an integral part of sHRI research.

Various kinds of user studies are common practice in the human-centered view
and thus empirical work is prevalent, with many ways to gather data. Question-
naires are popular in the human-centered domain, and there are numerous kinds
depending on what is being assessed (Rosén, Lagerstedt, and Lamb, 2023). For
example, TheNegative Attitudes towardsRobot Scale (NARS) is a Likert scale used
to measure negative attitudes. Attitudes are a psychological construct that can be
defined as a ”relatively stable and enduring predisposition to behave or react in a
certain way toward persons, objects, institutions, or issues; its source is cultural,
familial, and personal” (Nomura et al., 2008, p. 442-443). Attitudes, in general,
is a popular research topic in sHRI (Jost et al., 2020). Users’ feelings and attitudes
towards social robots can also be assessed using qualitative methods (Lindblom,
2015). These include in-depth and long term studies, focusing on the the meaning
of the interaction. In addition, several measures, both qualitative and quantitative
analysis, can be combined in order to collect relevant data to be analyzed.

Figure 2.3: The social robot iCub (Metta et al., 2010)

Because the focus is on the human, the way the social robot achieves certain social
skills can be manipulated. One way is to remotely control the social robot via the
Wizard of Oz (WoZ) set-up where the social robot is controlled by the researcher
without the participant’s knowledge. TheWoZ set-up is usually used in order to act
out certain behaviors that are not yet possible with autonomous solutions (Riek,
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2012). It is typically used to evaluate an iteration process with a human user before
a technical solution is fully implemented. The ethical implications of using this
method are an ongoing debate in the HRI community because WoZ is viewed as
deception by many researchers because the participants are not informed about
the purpose of the study or the capability of the robot (Duffy, 2002; Riek, 2012;
Sharkey and Sharkey, 2021).

Another method employed in the human-centered view is the Theatrical Robot
(TR) method where humans play social robots (Dautenhahn, 2013). The advan-
tages of using TR include being able to prototype a robot in the early stages of its
development. It can also be useful if the objective is to study how humans would
react to highly realistic social robots, which are not a reality today. The TRmethod
is useful in therapy for children with autism because research shows that, while
they express avoidance to strangers, they respond positively to computer systems
and social robots (Robins, Dautenhahn, and Dubowski, 2004). For example,
Robins et al. (2004) investigated how childrenwith autism react socially to amime
artist, who either has a socially robotic appearance or a humanappearance. Results
showed that the participants did indeed reactmore positively when themime artist
was acting like a social robot, using the TR method.

Both WoZ and TR are established methods in human-centered HRI research,
especially when there is a lack of social robots with these social skills implemented.
However, the question of whether or not these methods constitute actual human-
robot interaction and not human-human interaction is up for debate. The use of
these methods also begs the question of what counts as natural human behavior?
As stated by Dautenhahn (2013):

There appears to be little argument to state that a particular behaviour X is natural
for a robot Y. Any behaviour of a robot will be natural or artificial, solely depending
on how the humans interacting with the robot perceive it. Thus, naturalness of robot
behavior is in the eyes of the beholder, e.g., the human interacting with or watching
the robot; it is not a property of the robot’s behaviour itself.

These methods highlight the complicated nature of studying and creating social
robots, because they can be interpreted as humans to the point that they are
sometimes even played by a person (unbeknownst to the user). The question of
what people expect from these social robots can therefore be raised. Whether
people interpret them as human-like or as machines (Alač, 2016). At its core, the
sHRI field needs to further understand the experiences of the user interacting with
the social robot, from a human-centered view. The field of UX could be useful in
this pursuit.

2.1.2 USER EXPERIENCE IN HRI

The UX field is considered crucial in the development of interactive systems,
products, and services. This progress has resulted in higher expectations and
demands on the interaction quality of digital artifacts, which goes beyond themore
traditional aspects of usability and acceptance that are usually addressed within
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the HCI field (Hartson and Pyla, 2018). Although a UX perspective within the HRI
field does exist, and is getting more traction in the literature, it is often overlooked
(Lindblom and Andreasson, 2016; Tonkin et al., 2018; Alenljung et al., 2019; Khan
and Germak, 2018; deWit et al., 2019; Shourmasti et al., 2021). The UX field aims
to design for and create a positive user experience. User experience is defined by
ISO (9241-210:2010, 2.15) as:

User’s perceptions and responses that result from the use and/or anticipated use
of a system, product or service. (...) User’s perceptions and responses include
the users’ emotions, beliefs, preferences, perceptions, comfort, behaviors, and
accomplishments that occur before, during and after use.

Accordingly, trying to guarantee a certain user experience, rather than designing
for a certain user experience, is not attainable because UX encompasses the sub-
jective and personal inner state of individual human use. Subsequently, designing
for high interaction quality with the intended users and the usage context in mind
makes it possible to impact the user experience (Lindblom, Alenljung, and Billing,
2020). User experience can therefore be viewed as a result of the quality of the
human-technology interaction which embraces a holistic perspective (Hartson
and Pyla, 2018). Thus, understanding, researching, and designing for a better
interaction quality and improving this experience is the focal point of the UX field.

UX researchers and practitioners aim to analyze, design, evaluate, and implement
artifacts with the users’ experience in mind (Hartson and Pyla, 2018). Thus, a
goal in UX is to evaluate how well a user can carry out a task with an artifact in a
certain context, and subsequently design the artifact through an iterative process.
Hassenzahl and Tractinsky (2006) stressed three main factors that make up UX;
(1) the internal states of the user; (2) the designed systems characteristics, such
as its purpose, complexity, and usability; and (3) the context and environment
for the interaction. Being aware of these factors allows designing for a positive
user experience. Accordingly, these main factors can be applied in HRI research;
for example, user’s expectations (internal state) of a social robot (designed system
characteristic) in an assisted living facility (context).

User experience includes pragmatic and hedonic qualities (Hartson and Pyla,
2018). Pragmatic quality refers to fulfilling the do-goals of the users, meaning that
the social robot should support the users to reach task-related goals in effective,
efficient, and secure ways. Pragmatic quality is similar to the well-known HCI
terms of the usability and usefulness of interactive systems. Hedonic quality
refers to fulfilling the be-goals of the users, meaning that the social robot should
address the psychological and emotional needs of the users. Similar to other
interactive systems developed for human usage, interactions with social robots
evoke different kinds of feelingswith different kinds of intensities. User experience
is thus a subjective phenomenon of the interaction quality (Lindblom, Alenljung,
and Billing, 2020).

From a UX perspective, a social robot is seen as a tool to achieve a certain goal in a
certain context of use. The goal, therefore, defines what the role of the social robot
should be and what kind of tasks it should carry out to achieve that goal, based on
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its end-users and the particular usage context (Alač, 2016). On the one hand, if the
aim of a robot is to serve as a companion for older adults with the goal for these
users to experience being less alone; the robot should, in the best of worlds, fulfill
some identified social needs and would be expected to exhibit social behaviors.
The robot should be designed so it is perceived as an artificial agent that is able to
interact socially, which is a cornerstone for sHRI research (Dautenhahn, 2007a).
On the other hand, if the aim of a robot is to vacuum floors in a home with the goal
for the user is to experience less stress over cleaning, it would not be expected to
behave socially to the same extent. Thus, because the robot’s goal is to clean and
not interact with the user, the robot does not need to be designed as a social robot
perceived as an artificial agent. There still might be certain interactive features of
the robot, such as notifying the user that the robot is done with vacuuming, but
the expectation of social interaction and human-likeness will be lower than with a
social companion robot.

The UX design and development process always starts with the user’s preferences,
needs, or motives - then it builds and designs the artifact/tool after the UX goal(s)
it is meant to fulfill (Hartson and Pyla, 2018). It is worth noting that, although
from aUX designer perspective, the robot is a thing that is used to fulfill a goal, the
designer can design the robot to be perceived as an artificial agent (Alač, 2016). It
is therefore important to understand what users will expect of the social robot in
order to design for a certain user experience. Asmentioned, social robots are quite
different from other technological artifacts because they are purposely designed
to look and behave like humans to create expectations of its social capabilities.
Although anthropomorphism has been discussed with other artifacts like comput-
ers (Reeves and Nass, 1996), social robots takes anthropomorphism to its edge
(Duffy, 2002). The agential and social perspectives of social robots have developed
into the, so called, CASA paradigm (i.e., Computers As Social Actors)(Nass et al.,
1993; Lee and Nass, 2010). Within this paradigm, social companion robots are
considered as relational artifacts.

Another important aspect of UX, sometimes overlooked in sHRI research, is the
temporal dimension of interaction. It’s crucial to consider the temporal perspec-
tive, as its absence can impact overall user experience negatively. In the above-
mentioned ISO definition of UX, user experience has an obvious temporal aspect
in which expectations play a central role. A key aspect of user experience occurs
during the actual interaction with a system; however, this is not the only relevant
perspective to consider (Roto et al., 2011). Users are also affected by experiences
before their first encounter with a system. Such experiences are created from
preconceived notions or existing exposure from related systems advertisements,
presentations, or demonstrations. The exposure may also come from media and
movies, or other people’s opinions. In the same way, users’ experiences may exist
after the actual usage situation, such as reflecting on previous usage and previous
expectations, or through the impact from other users’ assessment of using the
system which may alter the actual user experience (Roto et al., 2011).

There aremanymethods inUX that involve temporal aspects that can be applicable
to HRI. For example, the UX design life cycle, or UX wheel, which is a model of
the core activities in UX (Hartson and Pyla, 2018). The UX wheel consists of four
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iterative steps: Analyze, Design, Prototype, and Evaluate. Themain purpose of the
UX wheel is to ensure that the digital artifact supports its intended end-users in a
certain context and that the UX goals are fulfilled. The UXwheel provides support
to systematically study how user expectations have an impact on the experience of
social robots – before, during, and after the interaction at various steps in the UX
wheel.

As demonstrated in this chapter so far, social robots create certain social expecta-
tions that affect human-robot interaction. This is oftentimes overlooked in HRI,
although it appears to be an underlying variable in HRI. One of the main goals
of UX is to consider the users’ experiences, including their expectations. It is
therefore beneficial to understand expectations in sHRI from a UX perspective.
In the next section, I present expectations and how it relates to social robots and
existing research in sHRI.

2.2 EXPECTATIONS

It is hard to overstate how large of a role expectations have on our perception,
attention, and behavior. Expectations are beliefs regarding the future state of
affairs. Humans are able to regulate behavior by, in part, vividly conjuring images
of possible outcomes, even in novel situations. Expectations are thus the behavior
in the present, made up of the past and the future (Roese and Sherman, 2007).

It is well acknowledged that expectations play a huge part in life for humans. In
fact, a position in cognitive science is that cognition is predictive, emphasizing
the forward looking aspects of cognition that is imagining a future state of affairs
(Kveraga, Ghuman, and Bar, 2007; Bubic, Von Cramon, and Schubotz, 2010;
Hohwy, 2013; Vernon, 2014). ”The predictive brain is” as Clark (2013, p. 229)
puts it, ”a restless, proactive (Bar, 2007) organ, constantly using its own recent
and more distant past history to organize and reorganize its internal milieu in
ways that set the scene for responses to perturbation by external stimuli.” The
predictive mind works by forming predictions and testing them (i.e., hypothesis
testing) as a way to understand the world and ”getting the world right” (Hohwy,
2013, p. 2), ultimately navigating it more effectively (Roese and Sherman, 2007).
There are strong similarities between what the predictive mind hypothesis says
about how cognition works and the higher-level concept of expectations.

The predictive mind is formulated in terms of two perspectives: bottom-up and
top-down. The bottom-up perspective entails processing finer details from a stim-
ulus, forming increasingly complex and stable patterns (Kveraga, Ghuman, and
Bar, 2007; Hohwy, 2013). The top-down perspective goes in the other direction,
where bigger concepts are processed, with wider pattern connections, working
from complex to simple. Top-down processes derive information from context on
a global scale, and with gist information (i.e., capturing the essence of complex
information). Top-down processes derive from previous experiences with the
world in order to predict future outcomes. These two processes work simultane-
ously from both the lower levels and the higher levels of cognition towards each
other until recognition is achieved, followed by semantic analysis and object name

14



CHAPTER 2 BACKGROUND

information (Kveraga, Ghuman, and Bar, 2007; Hohwy, 2013). When a mismatch
occurs between the two processes, an iterative process initiates where the higher-
level predictions are matched with the lower-level predictions and are refined
over a trial-and-error process until the issue is resolved (Kveraga, Ghuman, and
Bar, 2007). This process should, over time, decrease as the prediction becomes
refined during the trial-and-error process. The process works to reduce error, i.e.,
reducing the gap between the predicted outcome and the actual outcome. The
predictive mind does, therefore, not stabilize as long as error signals are present
in the prediction and actual outcome processes.

Kveraga et al. (2007) proposed three main components of the predictive mind,
namely, association, analogy, and generation of predictions. Associations refer to
the accumulation of experiences that become linked together over re-occurrences.
Analogy refers to new input being mapped to existing representations in memory,
and inferences can be made to similar situations. The generation of predictions
refers to the predictions we can create based on association and analogy. The pre-
dictive mind, with these three components in mind, can be useful when explaining
social interactions. For example, when forming first impressions of someone, we
might make associations between the individual and someone we already know
based on similar looks, and then we project certain personality behaviors onto
that person based on the person you know via analogies (Kveraga, Ghuman, and
Bar, 2007). Thus, we can expect certain outcomes of the interaction based on our
generated predictions. A similar process, the expectancy process (Olson, Roese,
and Zanna, 1996), has been identified and described in the context of expectations
which is a much higher-order cognitive process, and more in line with the top-
down perspective of the predictive mind (Kveraga, Ghuman, and Bar, 2007).
The expectancy process (Olson, Roese, and Zanna, 1996) is especially useful in
understanding the role and relevance of expectations in sHRI.

2.2.1 DEFINITIONS

Much of this work is inspired by the research done on expectancy in social psy-
chology, and I, therefore, ground my definition of expectations in work from this
research (e.g., Olson, Roese, and Zanna, 1996; Roese and Sherman, 2007; Borg Jr
andPorter, 2010). Olson et al. (1996) aswell asRoese andSherman (2007) defined
expectations as beliefs regarding the future state of affairs. Beliefs are defined as
taking something to be true or accepted (Schwitzgebel, 2019). Expectations can
be derived from beliefs; however, not all beliefs are expectations because not all
beliefs are future-oriented. For example, a person’s belief that a soda machine
cools beverages will generate the expectation that a soda from the machine will be
refreshing in the summer heat. Moreover, beliefs are persistent through situations
and events, whereas expectations are typically related to a specific instance. Once
the state or event that is subject to the expectation occurs, that specific expectation
has run its course. Beliefs generate a unique expectation for each specific event.
In turn, a unique expectation may have an effect on the overall belief over time.
Moreover, some expectations are based on knowledge, but not all knowledge is
related to expectations. Knowledge is commonly defined as justified true beliefs,
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Table 2.1: Definitions for expectation and associated terms

Belief Taking something to be true or accepted

Knowledge True justified beliefs

Expectation Beliefs regarding the future state of affairs

Expectancy The act of expecting

Anticipation
Positive or negative emotions regarding the future state of
affairs

Prediction The act of estimating the likelihood of a specific outcome

Certainty The estimated likelihood of a specific outcome

Assumption
Taking something for granted, or regarding it as true, in
face of uncertainty

though not without debate (Steup and Neta, 2020). The overlap between expec-
tations and knowledge occurs when expectations are based on the knowledge that
some thing is true. For example, a person knowing from direct experience that a
soda machine needs coins to dispense a soda, will generate the expectation that a
soda will come out when a coin is inserted.

There are also other related terms and concepts such as anticipation, assumption,
belief, certainty and prediction, presented in table 2.1. In oneway or another, these
terms relate to the concept of expectations and have more specific connotations.
For example, anticipation is similar to expectations but with emotional connota-
tions, like suffering or enjoyment, of future state of affairs. Expectations alone
do not have such emotional implications. There may be a subsequent emotional
effect of expectations, but it is not tied to emotional implications until the expec-
tation is confirmed or disconfirmed. Anticipation can also refer to the bottom-up
perspective, as the ’predictive mind’ theory of cognition (Hohwy, 2013).

2.2.2 THE EXPECTANCY PROCESS

The expectancy (expectation) process (figure 2.4) by Olson et al. (1996, p. 231)
presents the mechanisms underlying the process of expectations. In this section, I
present the steps an expectation takes from its formation to its consequences.

Sources of expectations

Olson et al. (1996) described three sources of beliefs that are the basis for expec-
tations: direct experience, indirect experience, and inference. Beliefs based on
direct experience are generated through sensory experience, including perception
and emotion. These sources of beliefs are considered more trustworthy and held
with a higher certainty (Olson, Roese, and Zanna, 1996). Beliefs based on indirect
experience are generated through interaction with others. These kinds of beliefs
are usually less trustworthy and held to a lower degree of certainty (Olson, Roese,
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and Zanna, 1996). From the predictive mind perspective (Kveraga, Ghuman, and
Bar, 2007), the top-down perspective of prediction is based on previous experi-
ence which would make this process fit under these two generated beliefs of the
expectancy model by Olson et al. (1996). Lastly, beliefs based on inferences are
generated through reasoning regarding other beliefs, such as abduction, induction,
or deduction. Inferences, as per the expectancy process (Olson, Roese, and Zanna,
1996), could be likened to associations and analogy from the framework byKveraga
et al. (2007) related to the predictive mind theory.

Properties of expectations

Expectations can vary along four different dimensions: certainty, accessibility,
explicitness, and importance (Olson, Roese, and Zanna, 1996). Certainty refers to
the confidence level that an individual has that an expectation will be true. Acces-
sibility refers to the likelihood of an expectation to be activated. Explicitness refers
to what degree an expectation is consciously generated, ranging from implicitly to
explicitly generated. Some expectations are implicitly assumed, usually related to
the degree of certainty, whereas other expectations are consciously and explicitly
thought about. Lastly, importance refers to the expectation’s significance, with
higher importance having a higher impact on needs and motives.

Consequences of expectations

The rest of the expectancy process relates to the consequences of expectations
(Olson, Roese, and Zanna, 1996). Expectations can be confirmed or disconfirmed.
Based on confirmed and disconfirmed expectations, different outcomes will be
elicited. Confirmed expectations often lead to positive affective responses, they
often are handled implicitly (and with ease), and the expectations are upheld
with greater certainty. Confirmed expectations may produce secondary affect
(positive or negative), given the inferences are made after the confirmation of the
expectation. If, for example, a person has been feeling sick for a while and expects
to receive bad news from the doctor and then this expectation is confirmed, the
instancewhere it is confirmed is still viewed as a positive affect in thismodel. How-
ever, the actual negative feeling of being sick is the secondary affect, as explained
by this process. Arguably, the initial positive affect will be overshadowed and not
noticeable by the secondary affect of the news of being sick.

In contrast to confirmed expectations, disconfirmed expectations will often lead to
negative affective responses and are handled explicitly because they are surprising
andneed further processing in order tomake sense ofwhatwentwrong. Secondary
affects may also occur for disconfirmed expectations. In the case of the person
feeling sick and expecting badnews from thedoctor and thenwhen this expectation
is disconfirmed, the instance where it is disconfirmed is still viewed as a negative
affect in this model. The actual positive feeling of not being sick is the secondary
affect, as explained by this process. Again, arguably, the initial negative affect will
be overshadowed and probably not noticeable by the secondary affect of the good
news of actually not being sick.

As expectations relate to predictions of the future, it can lead to disappointment
and negative affect when an expectation is disconfirmed (Olson, Roese, and Zanna,
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Figure 2.4: A model of the expectancy (expectation) process by Olson et al. (1996,
p. 231), modified (with permission) for clarity.
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1996; Roese and Sherman, 2007; Borg Jr and Porter, 2010). A constant pattern
matching is unfolding between the previous outcome, the expected outcome, and
the actual outcome. This is sometimes is called fluency processing (Borg Jr and
Porter, 2010). This process of expectations analysis is mostly carried out implicitly
and happens swiftly with low cognitive effort. When an expectation is confirmed,
it usually goes unnoticed. When an expectation is disconfirmed, however, it
usually produces a negative affect and is brought to awareness. Humans generally
like a predictable world, and when this is not the case, it is usually perceived
as unpleasant (Olson, Roese, and Zanna, 1996). A parallel can be drawn to the
predictivemind theory, as a constantmatching of predictions and outcomes occurs
in order to improve predictions over time, including how ”manual control” kicks
in when a prediction does not match the actual outcome (Hohwy, 2013).

Once the process of figuring out what went wrong in a disconfirmed expectation
begins, the expectations are evaluated, i.e., inference and judgment occurs for
future expectations. There are two outcomes of this evaluation, namely, revising
the expectations or retaining the expectation. The revised expectation is when
an expectation is adjusted, meaning that the expectation is updated so it aligns
better with the event and thus should lead to confirming the expectation over
time. Retained expectation, however, is when an expectation is kept while ignoring
contradictory information. The disconfirmationmay be uncomfortable, but it may
not lead to revising the expectation. This can happen for numerous reasons. An
expectation may be retained due to the robust view the person may have, e.g.,
based on norms and stereotypes (Olson, Roese, and Zanna, 1996). We can see
this phenomenon in recent events, where people refuse to get vaccinated despite
the myriad of scientific backing for its benefits and safety, which has become even
more prevalent during the COVID-19 pandemic (Nasr, 2021; Ahmed, 2021). The
cognitive dissonance theory states that, if faced with contradictory information,
unpleasant feelings will be experienced and ultimately the view (or expectation)
that is least likely to change will be retained (Festinger, 1957; Roese and Sherman,
2007). This means that, if one has a robust view of something, that expectation
will be retained despite being faced with lots of discrepancies.

The last consequences of an expectation are behavior and performance. This can
mean virtually any behavior that an individual may exhibit, which means that it
has a major role in interactions because expectations shape the way we behave
(Olson, Roese, and Zanna, 1996). Typically, people will behave in accordance with
the particular content of an expectation. This is demonstrated by the example of
not getting vaccinated due to fear of getting sick from it. The expectation that the
person will get sick leads to the behavior of choosing not to be vaccinated. Another
example is from a classic psychology experiment that studied learned helplessness,
which is a behavior exhibited by people who keep failing at a taskwhich leads to the
expectation that they will keep failing and therefore gives up trying to achieve a de-
sired outcome (Seligman, 1972). This concept is related to self-fulfilling prophecy,
where an individual’s expectation influences their behavior, causing an outcome
that aligns with the initial expectation, affirming its accuracy (Olson, Roese, and
Zanna, 1996). People behave in ways that are consistent with their expectations.
This relates to the types of evidence that are used to generate expectations. For
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example, expectations generated from direct experience are usually held with
greater certainty, which implies that people without direct experience should have
an easier time adjusting their behavior because they have less strongly supported
expectations.

Another aspect of the behavioral outcome of expectations is hypothesis testing
which is the deliberate behavior a person engages in in order to test an expectation
(Olson, Roese, and Zanna, 1996). If a person puts a coin in a soda machine and
no soda comes out, the person may alter their behavior in order to figure out what
went wrong. The person may think that the soda is stuck in the machine and thus
tries to shake the machine with the expectation that the soda will fall out. If it
does not come out, that expectation is disconfirmed, and thus the person could
move on to other hypotheses and test them until their expectations are confirmed,
ultimately getting the soda.

2.2.3 SOCIAL EXPECTATIONS

So far, I have presented expectations on a general level, including the process
expectations take from forming expectations to the outcome of those expectations.
I will now turn to social expectations, which are, arguably, the highest level of
expectations. The expectations we form of future states are context-specific and
situated in the world, which is full of several things, events, and people. To
cope and interact with others, a wide range of social capabilities are required
(Rudling, 2023). Other people’s thoughts, feelings, and actions (i.e., psychological
processes) need to bemanaged in relation to oneself in real-time, including before,
during and after an interaction (Heider, 2015). In the case of interaction, humans
form expectations of how the personmay act orwhat the personmay be thinking or
feeling and plan to act accordingly. According to Beavis and Ross (1996), expec-
tations are the bare minimum to make sense of a shared experience and actions
between two people. If we replace the machine from the soda machine example
with another person bringing a soda, the expectations can be quite different. If one
person says that they will bring a soda and fails to do so, the other person may feel
let down and subsequently act differently towards that person. If a soda machine
fails to give a soda, there would arguably be other emotions, such as possibly
frustration with technology and decreased trust towards it, and it is not directed to
the social aspects of this kind of interaction. As explained in the seminal work by
Heider (2015), there are two kinds of perceptions – thing perception and person
perception. The former refers to how we perceive and interact with inanimate
objects whereas the latter refers to howwe perceive and interact with other people.
The expectations from these types of perception vary because we expect people to
have internal psychological processes whereas we do not expect things to possess
such processes. We do not expect that an object can act upon us as people usually
do.

If we turn to human-robot interaction (e.g., figure 2.5), the matter becomes more
complex. Although social robots are things, they can be perceived as people (Alač,
2016), which makes an individual’s expectations of social robots harder to gauge.
Social robots are purposely designed to be perceived as people, and thus higher
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expectations are formed. In addition, many people lack direct experience with
robots, and consequently, their expectations are to a greater extent based on
the depictions of robots in media and science fiction (Alves-Oliveira et al., 2015;
Rosén et al., 2018; Oliveira and Yadollahi, 2023). Therefore, expectations play
a central role in an interaction between humans and social robots as people’s
expectations of, both other people, and human-like social robots from science
fiction, creep into our expectations of real life social robots. In the case of the soda
machine example, if we switch the sodamachine to a social robot, the expectations
generated by the personwould likely be different for the particular robot. Although
a soda machine and a social robot are both machines, the expectations humans
generate are different because social robots are designed to be human-like. When
a social robot fails to give a soda to the person, the person may feel emotions,
like awkwardness. If the robot would give a soda, however, the person might be
impressed with the robot. A person would probably not be impressed with a soda
machine successfully dispensing a soda.

Although the concept expectation is not as widely discussed in sHRI as in other
fields (e.g., cognitive science and psychology), there have been some attempts to
highlight this topic (e.g., Lohse, 2009; Lohse, 2010; Meister, 2014; Edwards et al.,
2019; Horstmann and Krämer, 2019; Kwon, Jung, and Knepper, 2016; Schramm,
Dufault, and Young, 2020; Berzuk and Young, 2023). Moreover, the concept
expectation can be found in many sHRI articles, however, the term is mostly used
colloquially, in passing, or without explaining the concept.

Figure 2.5: A social human-robot interaction, with Pepper by Aldebaran (2023)

Building on the expectancy process by Olson et al. (1996) and putting it into an
sHRI context, I have illustrated what could happen in an interaction between an
individual and a social robot (figure 2.6) (Rosén, Lindblom, and Billing, 2022).
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If the user’s expectations are either too high or too low, the expectations are
disconfirmed, creating a gap between what the user expects and the display of the
robot’s actual capabilities. As introduced in Paper III, I refer to this gap as the
Social Robot Expectation Gap. The diagonal line of the figure 2.6 represents the
ideal case, when user expectations and robot capabilities are properly aligned. For
example, if a human interacts with a social robot and expects, based on exposure
to science fiction movies, that it is capable of expressing emotions and then it fails
to do so, the expectation will be disconfirmed in the form of high expectations
relative to low capabilities (falling in the blue space of disconfirmed expectations).
Alternatively, if an individual does not expect that a robot will be capable of any
verbal communications and then it does strike up a conversation, the expectation
will be disconfirmed in the form of low expectations relative to high capabilities
(falling in the green space of disconfirmed expectations). A conclusion that can be
drawn from the expectancy process by Olson et al. (1996), is that we can achieve
high interaction quality with robots both with high and low capabilities, given that
the expectations aremet on the diagonal line. An interaction can go smoothly given
that expectations are met, regardless of actual capabilities of the social robot.

Figure 2.6: The social robot expectation gap, with the two spaces of disconfirmed
expectations that occur when a robot’s capabilities do not align with the expected
capabilities

Disconfirmed high expectations have been proposed previously by Kwon et al.
(2016), called the expectation gap. However, the authors did not account for
disconfirmed low expectations. Figure 2.6 includes both too high and too low
expectations of social robots. Moreover, another similar gap has been proposed by
Moore (2017), called the habitability gap. This gap presents themismatch between
the capabilities and expectations of advanced interactive agents, with a focus on
voice-based agents (Jokinen and Wilcock, 2017). The authors claimed that, as
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flexibility of the system increases so does usability. This happens up to the point
where users do not know the capabilities of the system which leads to an inability
to properly use the system. Although this gap is certainly related to the social
robot expectation gap, it focuses on different aspects (e.g., flexibility and usability,
voice-based systems only) of interacting with new technology. Besides the obvious
central theme of expectations, the social robot expectation gap, the expectation
gap (Kwon, Jung, and Knepper, 2016), and the habitability gap (Moore, 2017) all
demonstrate how the interaction is affected by human expectations of artifacts,
such as social robots.

2.3 RELATED CONCEPTS AND THEORIES IN sHRI
THAT MAKE UP EXPECTATIONS

Although expectations are not always explicitly mentioned, they are prevalent in
sHRI research. There are concepts and theories from other disciplines outside
sHRI that, to various extents, have been applied for sHRI research and being
closely related to expectations. These concepts and theories can be used to ex-
plain how people are able to perceive robots as agents with agency, and not just
inanimate objects (Heider, 2015; Alač, 2016).

2.3.1 EXPECTING AGENCY IN SOCIAL ROBOTS

As I have repeatedly highlighted throughout this thesis, people generally tend to
expect agency from robots even though they are inanimate things. The tendency
to do so can be explained in many ways. One of the most popular explanations is
the theory of mind. The theory of mind is a psychological theory which describes
the capacity to understand others’ purpose, intention, liking, belief, emotions,
thinking, and goals through their actions (Premack andWoodruff, 1978). A person
does not act in the physical world alone - there are other agents that a person
will interact with. We cannot look into another person’s mind; therefore, we
infer their intentions and we expect certain behaviors of them. We do this by
observing their actions, creating an internal representation of these actions, and
subsequently using it to understand andpredict future actions (Mascolo andBidell,
2020). Thus, we are able to expect certain actions and behavior from another
person (Dennett, 1989; Ward, 2015). We also are able to do so with social robots,
expecting, representing or mirroring a similar kind of mind to that of our own
(Alač, 2016; Clark and Fischer, 2023). These expectations of action behavior can
stem from numerous cues exhibited by the social robot, including verbal and non-
verbal ones (Gazziniga, Ivry, and Mangun, 2014). An action by a person can occur
based on the assumption that a social robot’s action is goal directed. There have
been several attempts to create a theory ofmind in social robots (Scassellati, 2002),
aligned with the cognition-centered view from Dautenhahn (2007).

Heider and Simmel (1944) showed that humans are capable of inferring intent in
non-living objects. An experiment was performed where participants were asked
to observe a short clip depicting circles and triangles moving around inside and
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outside a larger square. Despite the fact that the objects were simple drawn figures,
the movement combination resulted in participants viewing this as a scene with
animated beings (even as persons) equipped with intent. Participants described
these figures as being, among other things, scared, terrified, helpless, happy, or
glad. The figures appeared to have motivations for their actions, and participants
expected certain behaviors and intentions from these objects. This experiment
highlights peoples’ tendency to infer intent even in the simplest of objects. It is
therefore no surprise that similar inference of agency can occur with social robots,
especially considering that these robots are designed as human-like.

The intentional stance from philosophy is another theory which describes the
tendency to infer agency. It describes how people infer states (i.e., adopting the
intentional stance) in other people or non-humans. Dennett (1989) explains that,
because humans are overly social beings, we tend to assume intent in others,
human or otherwise. This is hypothesized to happen because humans are social in
nature which causes certain expectations. This means that we will expect higher
intelligence in animals than what is necessarily accurate (Andrews, 2020). There
are many similarities between theory of mind and intentional stance. However,
theory of mind assumes an intentional stance but the intentional stance does not
assume a theory of mind. Theory of mind focuses on inferences of states and how
they are reciprocated in other agents, whereas intentional stance focuses solely on
the inferences of states whether they are true or not.

The intentional stance has been studied in HRI (e.g., Thellman, Silvervarg, and
Ziemke, 2017; Bennett, 2021; Marchesi et al., 2021). Thellman et al. (2017)
investigated the role of intentional stance in sHRI. Participants were asked to
observe a robot and a person perform the same household task and rate their
behaviors. Results show that participants rated the robot and the person similarly
in term of mental states, however, the participants were less confident in their
rating for the robot. These results may be due to the higher uncertainty related
to the expectations of social robots.

2.3.2 ANTHROPOMORPHISM: DESIGNING AND DISPLAYING
SOCIAL ROBOTS

Having the assumption that users expect agency in social robots has lead sHRI
researchers to aim to achieve acceptable and positive social interactions between
people and robots. Creating social interactions where the users expect human-
likeness in the robot is one of the key aspects of the human-centered view of HRI
(Dautenhahn, 2007a). Achieving the expectation of agency in social robots can be
done in several ways, from the way we design the robots to the ways we display
them. Fundamentally, all social robots are to some degree designed and displayed
anthropomorphically. Anthropomorphism occurs when certain characteristics
of an entity or thing leads to the attribution that that entity or thing is like a
human, including cognitive and emotional states, as a way to rationalize and
understand their behavior (Duffy, 2003; Fink, 2012). It is well-acknowledged that
anthropomorphism has amajor impact on humans’ expectations when interacting
with artificial artifacts like social robots (Duffy, 2003). For example, autonomous
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motion seems to be enough for children to attribute life towards artifacts (Such-
man, 2007).

Designers can use anthropomorphism to design social robots to invite social in-
teraction. Because social robots are intended to work in social environments,
designing them with human-like features will help the users to better understand
its purpose and use (Fischer, 2011). Anthropomorphic features can be designed in
numerous ways. A social robot may have eyes to seewith and amouth to talkwith.
The appearance of a robot might thus offer users hints about its capabilities (Fis-
cher, 2011). A robot may also be anthropomorphically described and displayed,
including the previous sentence – the robot as seeing with eyes, or talking with its
mouth. We describe robots with human features in such away tomake sense of the
actions and behavior of the robot. This creates an expectation of not only means
for social interaction, but also of agency.

Even though designing for interaction is an effective way to create smoother
human-robot interaction, anthropomorphization of social robots comes at a cost,
including ethical concerns when deceiving users into believing that the robot is
more capable and intelligent than what is actually possible today (Coeckelbergh,
2011; Sharkey and Sharkey, 2021; Winkle et al., 2021). Although social robots can
have strong physical resemblances to humans, similarities beyond that tend to be
superficial (Duffy, 2003).

Another way we use anthropomorphism is the way we present and talk about
social robots. In general, we use metaphors in our everyday language, which has
consequences for the expectations we form. As explained by Lakoff and Johnson
(2008, p. 5), ”the essence of metaphors is understanding and experiencing one
kind of thing in terms of another.” Metaphors help us understand the world
around us and is a fundamental characteristic of the humanmind. We can say that
someone is at a crossroads when having tomake a decision even though the person
is not literally choosing what road to walk; or someone’s smile is magnetic in the
sense that people may smile back or have their mood lifted, not that it is literally
magnetic. Shakespeare wrote in As You Like It: “All the world’s a stage, and all
the men and women merely players. They have their exits and their entrances.”
The world and human experience is not literally a play, but it is like a play.

A byproduct of using metaphorical language is that it changes the ways humans
experience things, and ultimately hides certain concepts that are inconsistent
with the metaphor. An argument, as explained by Lakoff and Johnson (2008),
is often likened with war – you can win an argument and you can shoot down
someone’s argument. However, arguments can also be cooperative and a valuable
exchange between people, which is usually overlooked because the focus is on the
war aspects.

A common metaphor used in Western culture is likening our minds to machines.
We can say statements like ”my mind isn’t operating today” or ”I’m a little rusty”
(Lakoff and Johnson, 2008). This has also been found to happen the other way
around – we use human metaphors to explain machines (McDaniel and Gong,
1982). When we liken machines with humans, we also build up an expectation
of the two working in similar ways. This way of arguing lays the ground for
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misunderstandings because the human mind and the internal states of a robot
are in fact very different in many ways. It may also hide aspects of machines that
are mechanical and not comparable to humans. We know, more or less, to what
extent the mind as machine metaphor works because we have plenty of experience
with our own mind. Most people know less about machines and how they work
and therefore it may not be as clear what is a metaphor and what is not. When
we say a machine is ”feeling overworked” we mean that the system is overheated,
not that it is literally feeling the stress of working hard. When we say that the
machine is ”thinking” we mean that the machine is running through lines of code,
not that it is literally thinking as a person does. Words are context-sensitive and
will mean different things to different people. When we use human metaphors to
describe machines, it may be obvious to the computer scientist that this is a mere
metaphor. However, someonewith little experience withmachines and computers
may not have the correct context to correctly understand the extent to which the
metaphor is merely a comparison. The same kind of language is used for social
robots, especially because these robots are designed as human-like. According
to McDaniel and Gong (1982, p. 179), many authors in professional journals use
metaphorical language when writing about robots:

When a robot is endowed with these kinds of physical human attributes, it is
predictable that people will also credit it with a ”brain” to control them. Rarely does
one call the central processing unit, chip, or integrated circuits in an Apple computer
a ”brain”

Although this quote is from 1982, it is evident that such issues have not been
resolved over time.

Metaphors may also hide many aspects of the machine because we talk about it
as like the human mind. In social robots, these metaphors become even more
dangerous because social robots are deceptive in their anthropomorphic features
(Duffy, 2003; Sharkey and Sharkey, 2021) – both by design (e.g., human-like
eyes) and by describing them (e.g., ”the robot sees”). Most people lack first-hand
experience with social robots as well, thus relying on indirect experiences which
are considered more unreliable (Olson, Roese, and Zanna, 1996). Thus, by using
human metaphors when presenting social robots, we build expectations of what
they are and what they are capable of.

Another way to explain how using anthropomorphic design and presentation cre-
ates human-like expectations of things is the termbelievability, which is a common
term in fiction to describe the illusion of life. For example, the magic carpet in
Aladdin is an inanimate object that manages to captivate the audience and make
them believe that it is alive (Simmons et al., 2011; Bates, 1994). In sHRI, believable
robots refer to peoples’ tendency to believe the anthropomorphic features as being
life-like and thus creatingmore successful and natural social interaction (Simmons
et al., 2011; Moetesum and Siddiqi, 2018). From a believability point of view, these
anthropomorphic features can be: the look of the robot, e.g., human-like face; the
displayed verbal and non-verbal emotions and mood, e.g., happy and smiling; its
made-up backstory, e.g., family background; and its ability to express social cues
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and respond to its sociocultural context, e.g., religious expressions (Simmons et
al., 2011).

Believability is characterized as the ”strong subjective sense of realism” and not
actual genuine life (Bates, 1994, p. 6). This distinction is important to note, and
it inevitably opens up a Pandora’s box of discussions on strong versus weak AI
(Cole, 2023); however, as mentioned previously, in this work I focus on the social
robots that are possible today which only demonstrates the illusion of life. Because
believability relies on what the user will believe, despite the reality, expectations
play a big part here. InHRI, the illusion of life is built onwhat kinds of expectations
the user has of the social robot. If the user’s expectations of the robot is met,i.e.,
the robot is acting the way people expect, the user will believe the robot as life-like
and ultimately accomplish a successful interaction.

2.3.3 THE IMPACT OF SOCIAL ROBOTS IN DESIGN AND
PRESENTATION

There are several implications of expecting agency from social robots. An out-
come of users’ expectations of social robots are the norms we create from these
expectations. Norms originate from simplifications of complex concepts and act
as guidelines in the real world (Dewey, 1933; Malle et al., 2015; Malle and Scheutz,
2019; Sparrow, 2020). They can thus be viewed as expectations that are held
with greater certainty and being stabilized into patterns (Olson, Roese, and Zanna,
1996). Norms, implicit and explicit, determine what is considered typical and
desirable (Olson, Roese, and Zanna, 1996). They permeate society at large and
affect all kinds of interactions (Pereira, Baranauskas, and Liu, 2015). Norms are
historically studied in psychology, anthropology, and gender studies, but have
implications for sHRI research (Lohse, 2009; Carlucci et al., 2015). In sHRI,
humans have norms about social robots, and these norms guide the design of
social robots (Carlucci et al., 2015). Norms can also be held by the designer that is
designing the robot. If, for example, a designer aims to develop a social robot for a
certain group of people, the designer’s norms will affect the user in various ways.
Such norms are sometimes explicitly stated, but they are often implicit ones which
dramatically increases the risk of people being unconsciously affected in unwanted
ways. For example, gendering social robots is a common practice in sHRI (Winkle
et al., 2022). This is done both by design and by the users. Male presenting
robots are able to reject commands of the usermore than female-presenting robots,
related to politeness norms found in HHI (Winkle et al., 2022). Female digital
assistants are often programmed to be docile and to be tolerant of both sexual-
and verbal abuse. The cultural norms of women being subservient are therefore
at a risk of carrying over from HHI of sHRI (Winkle et al., 2022). Reflective
design is one approach for designers to combat and mitigate negative norms and
to encourage positive norms in their designs (Dewey, 1933; Sengers et al., 2005;
Bulman and Schutz, 2013; Nyhlén and Gidlund, 2019; Fronemann, Pollmann, and
Loh, 2021). In terms of gender norms, Winkle et al. (2022) found that gender bias
could be reduced by showing a female presenting social robot protest when it was
being abused by users.
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Relying on norms can also be useful in HRI. For example, creating robots that
match normative expectations is sometimes used to develop trust between the
person and the robot (Malle et al., 2020). Trust refers to the ”attitude that anagent
will help achieve an individual’s goals in a situation characterized by uncertainty
and vulnerability” (Lee and See, 2004, p. 51). Trust is considered an important
aspect for creating a successful human-robot interaction and is a popular topic
in sHRI research (e.g., Lee and See, 2004; Billings et al., 2012; Schaefer, 2016;
Ullman and Malle, 2018; Lyons and Guznov, 2019; Natarajan and Gombolay,
2020). There are different ways humans can trust robots. For example, trusting
that a robot will be able to carry out its assigned task without error or trusting
that a robot will be honest and open in its communication. Trust is complex, but
at its core it is the outcome of the expectations people have of robots’ capabilities
(Zhang and Wei, 2020; Henschel, Hortensius, and Cross, 2020). Social robots
are designed to be able to adapt to complex environmental inputs as well as be
able to act socially towards people. Social robots are envisioned to handle these
tasks in various environments, including the workplace and the home. Therefore,
it has been emphasized that a social robot needs to be both tools and teammates for
humans, as well transition between the two fluently (Lewis, Sycara, and Walker,
2018). However, as social robots are making the transition from being merely
a tool to becoming a teammate, humans need to accept and trust robots more
(Billings et al., 2012). Studies show that anthropomorphic features in social robots
result in higher trust in the robot (Lewis, Sycara, andWalker, 2018; Natarajan and
Gombolay, 2020).

2.4 PREVIOUS RESEARCH ON EXPECTATIONS IN
sHRI

To my knowledge, Lohse (2009) was the first researcher to explicitly introduce
expectations to the HRI field. The author highlights the importance of under-
standing the concept of expectation because it aids the design of robots. To
illustrate how to investigate expectations, a case study was carried out. In this
study, participants interacted with a social robot in a home tour scenario. The
participants were instructed in how to use the robot and tasked with guiding the
robot through an apartment as well as showing certain parts of the apartment.
The scenario included a breakdown in communication due to the robot not being
able to perceive the participant properly. Thus there is an interruption in the
interaction which the participant needed to figure out and mend. The authors
explained this as an unexpected event which would lead the participants to update
their expectations of the robot. Afterwards, participants were interviewed and
asked to fill in a questionnaire regarding the robot’s usability, howmuch they liked
the robot, and attributions made towards the robot. Results show that certain
behaviors from the robot created specific expectations of what it was capable of.
Moreover, results show how participants updated their expectations over time to
adjust to new information, thus showing how expectations are influenced by the
robot’s behavior. Lohse (2009) concluded that expectations need to be considered
when designing robots in order to more efficiently solve tasks in human-robot
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interaction.

Fourteen years have passed since Lohse’s (2009) publication and much has hap-
pened during that time. First, the technical advancement of robots has progressed
and, thus, the capabilities of state-of-the-art social robots today should have an
affect on users’ expectations. Second, the public views of robots have progressed,
especially considering the growing concern with AI and its perceived threat to
society (Cugurullo and Acheampong, 2023). Lastly, the HRI field as a whole has
matured andmore focus has been put on the humanperspective. There is therefore
an identified need to continue the work on expectations in HRI. Below, I present
some more recent work on how expectations have been studied in HRI.

Building on the theoretical work on expectations in sHRI, Meister (2014) intro-
duced four steps of expectations, based on action theory from sociology. Meister’s
(2014) model of expectations is briefly summarized in the following way: the first
step includes the person’s perception and expectation of the situation; the second
step includes consolidating and confirming or disconfirming the expectations from
the first step; the third step is creating a social order of generalized expectations,
based on the two previous steps; and the fourth step includes these consolidated
expectations and forming the perceptions that are used in the first step and the
subsequent course of actions. These steps can be viewed as an optimization of
how to successfully deal with social situations. Thus, this model specializes in the
interaction, rather than just any expectation one may have.

As mentioned in section 2.2.3, Kwon et al. (2016) lifted the paradoxical nature
of the idea, that underlies most HRI research, that human-robot interactions are
improved the more advanced socio-cognitive capabilities a robot possesses even
though this usually increases the users’ expectations. The authors explained that
an expectation gap may occur due to users’ ability to generalize social robots from
mental models based on human capabilities and skills. In order to demonstrate
this expectation gap, an experiment was conducted with three different agents:
a social robot, an industrial robot and a human. Participants were given photos
of each agent, followed by a description of a human-agent scenario where the
agent interacted with a person in the home or in a factory. Results show that the
social robot was viewed as having more capability in the home scenario than the
industrial robot. Thus, the expectations of the robots varied based on the robot’s
anthropomorphic design.

In a second study, Kwon et al. (2016) continued to investigate how robot behavior
could alter expectations. The authors studied this by having participants view
videos of either a social robot or a person performing a block-building task. The
results show greater variance in the expectations of the robot being able to com-
plete the task in comparison to the person. It seems that participants, thus, modify
their expectations of the robot based on its behavior and performance. From
this paper, it seems like the robot’s physical appearance and its actual behavior
influenced how people form their mental models. This means that it is likely that
humans unintentionally can be manipulated by the robot’s appearance to form
incorrect mental models of its overall capabilities solely by displaying a sub-set
of capabilities that resemble the one’s that humans intrinsically have, e.g., speech
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and turn-taking abilities. Kwon et al. (2016) concluded that if the expectation gap
is not modified, the outcome could paradoxically result in less effective human-
robot collaboration when robots’ capabilities will be further developed.

Jokinen andWilcock (2017) stressed the importance of narrowing the high expec-
tations and actual experience in order to foster positive human-robot interaction,
including long-lasting relationships and solid trust towards the robot. In order to
investigate the expectations that are created in human-robot interaction, the au-
thors conducted a study using the Expectations and Experience (EE) method. The
EE method initially was developed for evaluating multi-modal dialogue systems
and was intended to assess the mismatch between the users’ original expectations
before using a digital application and their experience after using it. The authors
examined if the tendency reported in some earlier work, which indicated that
humans have higher expectations about interacting with a robot compared with
their concrete experience of interacting with the robot, also occured in spoken
dialogue when a social robot was equipped with human-like natural communica-
tion via a dialogue system. They applied the EE method, which is based on the
SASSI questionnaire (Hone andGraham, 2000), and applied it before and after the
interaction sessions with the Nao robot (figure 2.1). After a short introduction, the
participants filled in the questionnaire about their expectations of the upcoming
interaction with the robot. Then the experimental session followed in which the
participants interacted spontaneously with the robot for 15 minutes and asked
questions verbally that they considered interesting, and then the participants filled
in the questionnaire again. Results show that the participants’ expectations were
higher than the actual experience with the robot. Overall, participants had positive
experiences although they reported some negative tendency towards not being
understood by the robot. The authors also pointed out that the participants with
the most experience reported being the most critical towards the robot.

Edwards et al. (2019) investigated how expectations can be changed and con-
firmed after the initial impressions that participants have. The change was ma-
nipulated by first-hand social interaction experience with a social robot or with
a person. Results show that participants interacting with a robot experienced
positive feelings of affinity and connectedness. Participants that interacted with
a person experienced the opposite feelings. The results demonstrate how expec-
tations vary depending on the agent even when the interaction and script were
the same. Moreover, it is possible that the limited conversation to accommodate
the robot’s capability might have affected the interaction quality. It is clear that
participants alter their expectations which may result in the tendency to magnify
the robot’s limited responses and ability to offer behavioral feedback contrasted to
human behavior. The implication for the robot confirmation tendency is that par-
ticipants may anthropomorphize the robot and subsequently create disconfirmed
expectations.

Horstmann and Krämer (2019) investigated expectations and the sources of ex-
pectations, drawing inspiration from uncertainty reduction theory (Berger and
Calabrese, 1974). The uncertainty reduction theory is a communication theory that
centers on the initial interaction between individuals before the actual communi-
cation process. The theory states that, in order to reduce uncertainty, the person
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interacting with another person needs to gather information about that person.
The more information that is gathered, the more one person can predict another’s
behaviors and actions (Berger and Calabrese, 1974). The authors paid attention
to the mechanisms found in the uncertainty reduction theory and their impact
on humans’ expectations of social robots, specifically what people prefer versus
what they expect of robots. In their study, data was collected on expectations of
previous first-hand experiences of social robots compared to fictional robots via
semi-structured interviews and a quantitative online survey, applying a mixed-
methods approach. The purpose of the analysis of the collected data was to
disconnect expectations from preferences, and the online survey complemented
the interviews with a questionnaire. The results show that the expectations of
social robots’ ability to be integrated into society at large and their personal life
are affected by the expectations participants have of fictional robots. In addition,
participants with negative feelings towards fictional robots also scored higher on
robots’ perceived threat to society. In contrast, participants who had more knowl-
edge regarding robots’ actual capabilities also showed reduced anxiety towards
social robots. These results indicate that people form their expectations from
different sources which subsequently affect what kind of expectations people may
have.

In another publication, Horstmann and Krämer (2020) studied expectancy vi-
olations theory (EVT) in human-robot interaction (Burgoon and Jones, 1976).
EVT is another theory of communication that focuses on how people respond
when another person violates their expectations. The outcome of expectancy
violation is altered behavior and feelings, either positive or negative, which is based
on the personal relationship between the interaction partners and how well the
violation is received. In order to study this in an HRI context, Horstmann and
Krämer (2020) performed a study where a social robot violated expectations, and
then measured the participants’ desire to interact with the robot by evaluating
the overall quality of the interaction. The obtained results indicate that in the
situations when the social robot negatively violated the participants’ expectations,
they evaluated the robot in a more negative manner regarding its competence,
sociability, and interaction skills.

Lastly, Manzi et al. (2021) investigated whether or not expectations and interac-
tion quality differed towards social robots depending on physical features as well
as the behavior of the social robot. The study was driven by the well-acknowledged
assumption in sHRI that human-like design features of social robots are effective
in improving the interaction quality. In their study, participants were asked to
observe human-robot interactions performed by an experimenter. The experi-
menter played a card game with the robot, including the robot explaining the
rules of the game, as a way to display the robot’s speech recognition, response,
and movements. The two social robots Nao and Pepper were used. The data was
collected to analyze the variability of attributions of mental states, expectations of
robotic development, and negative attitudes toward the robot. Results show that
both the type of robot and the interaction had an effect of the attribution of mental
states, with higher attribution to Pepper. Surprisingly, the type of robot had no
effect on the expectations and showed only an effect on the interaction. These
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results demonstrate that not all social robots are interpreted equally. Specifically,
the design of social robots affects the mental attributions of the robot, and the
observation of an interaction affects peoples’ expectations of social robots.

The studies presented in this section so far demonstrate how expectations do
indeed affect human-robot interaction and interaction quality. There are many
dimensions to peoples’ expectations of social robots, ranging from the physical
design of the robot, and the context the robot is in, to the behavior of the robot.
In addition, people’s previous experience with social robots also had an affect on
expectations, whether it is from science fiction (indirect experience) or from first-
hand interaction (direct experience). With this in mind, the results presented in
this section seem to fit in relation to the expectancy process by Olson et al. (1996)
as expectations are shown to vary depending on participants’ previous experiences
with robots and that expectations can be altered after exposure in-person to social
robots.

The above authors’ work stresses the importance of decreasing the disconfirmed
expectations to better match with the actual capabilities of current social robots.
In addition, the authors lift the issue of studying expectations due to these many
different aspects of expectations. Many studies in sHRI lack first-hand interaction
with robots, relying instead on video recordings and imagined interactions as a
way to measure expectations. In addition, because expectations change over time,
there is a lack of studies where the temporal aspect is specifically examined. For
the remainder of this section, I briefly present two frameworks created for studying
expectations of social robots which aimed to address some of the issues of studying
expectations in sHRI.

Schramm et al. (2020) identified the need for a framework to address discon-
firmed expectations, and expectancy violations, of social robots from a robot de-
sign perspective. The authors argued that people with limited to no previous
experience of interacting with social robots create expectations from the robot’s
immediate physical appearance and behavior, which are formed by indirect expe-
riences of robots depicted in social media and movies. Consequently, the human’s
constructed expectations of the robot do not necessarily relate to the actual robot’s
capability, resulting in what they explained as an expectation discrepancy. When
people experience this discrepancy, people may experience frustration, disillu-
sionment, and trust reduction. Thus, a better understanding of this expectation
discrepancywill aid in grasping the challenges that designers facewhen developing
social robots, especially in the initial encounter when the robot’s capabilities are
still being revealed. Schramm et al. (2020) therefore created a framework that
could address expectations in order to inform designers of social robots.

The framework was developed from workshops and analysis of the HRI research
which resulted in two components of developing expectations of social robots.
These components are based on robot’s appearance and behavior which imply
certain capabilities by emitting so-called capability signals. The first component
is thus the emitted signals from the robot to the user regarding its capability.
The second component is the construct that humans create based on this emitted
signal, which results in a mental model and consequently the user’s expectations
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of the robot. The authors stressed the importance of understanding these two
components separately in order to gain a richer understanding of what design
choices affect the expectations.

The emitted signals that the robot can signify of its potential capability are divided
into three categories. The first is life-like signals, which refers to the design choices
that are made to make the robot look like humans, animals, or insects. This
includes the physical embodiment of the corporeal form and specific body parts
such as the robot’s face and hands. The physical embodiment implies specific
robot actions like moving, gesturing, showing facial expressions, or manipulating
objects. The second is consequential signals, which is when people may assume
that a robot equipped with specific elements related to specific functions encom-
passes the related capability. For example, a robot with a camera may be assumed
to be able to ”see.” The third is exposition signals, which relate to how a robot is
introduced to its users, how it introduces itself, and what tasks it is used for. For
example, using the terms ”tutor” or ”companion” may impact they expectations of
the social robot.

The above signals determine the expectations. Expectations are further catego-
rized after the amount of information that is emitted in order to create certain ex-
pectations. The types of expectations are divided into two categories, one focused
onmechanical capabilities and the other on life-like capabilities.

The mechanical category consists of physical ability and computational ability.
The physical capability refers to the robot’s ability to move in the physical world,
including movements, sensing and responding, and performing more advanced
tasks likemanipulating objects. The computational capabilities refer to the human
tendency to apply their understanding of computerized systems to robots, like
the processes of saving and retrieving data, performing calculations, or using the
Internet. Hence, humans may consequently assume that robots can record data
via their channels (”eyes” and ”ears”), memorize facts, and identify humans.

The life-like capabilities are categorized into the following aspects: non-social
cognition, social cognition, the emotional system, the social interaction abilities,
andpseudo-consciousness. Non-social cognition refers to a robot that, in its auton-
omous actions, gives the impression of possessing life-like cognitive capabilities,
including the ability to learn and interact with its surroundings. Social cognition
refers to situations in which humans may believe that the robot is endowed with
a social understanding of others’ emotions and feelings, the common practices
of interacting socially in various social encounters, and accurately using this so-
cial information to interact properly with others. The emotional system refers
to as the assumptions humans may make about a robot that is equipped with
”emotions” and its ability to both display and experience these emotions, such
as a robot that shows a smile being presumed to have a corresponding internal
state of happiness. The social interaction abilities refer to the robot’s capability to
appropriately seem to use language such as speaking, gesturing, and following gaze
in socially appropriateways. Finally, pseudo-consciousness refers to the avoidance
of the philosophical discussion that considers the nature of artificial consciousness,
albeit they emphasized that humans’ mental models of robot capabilities may be
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associated with more advanced socio-cognitive abilities like intentionality, self-
awareness, and consciousness.

In summary, Schramm et al. (2020) envisioned that their framework can be a
useful tool to support ongoingHRI research to investigate and analyze expectation
discrepancy and to inform designers based on users’ expectations.

Berzuk and Young (2023) further developed and modified Schramm’s et al.’s
(2020) framework by presenting a theory of how users form their expectations
of social robots, focusing on the sources of expectations. The authors based their
theoretical modification to the framework on theories from social psychology (e.g.,
expectancy violations theory and simulation theory) and applied it to a sHRI. In
order to synthesize this information, the authors proposed a survey on existing
HRI research on expectations. Ultimately, they wanted to create a descriptive
framework that can be applied to user studies in order to systematically evaluate
design features and how they affect the users’ expectations of the social robots.

The framework can be a useful tool for understanding expectations and preventing
disconfirmed expectations and also focuses on the design process, with the initial
encounter as the main area of interest. The framework, however, does not focus
on how to empirically study users’ expectations of social robots, specifically the
impact of expectations on interactions, before, during, and after the interaction.
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METHOD

This chapter summarizes the research designs used for the work accomplished in
this thesis, which includes the development of the Social Robot Expectation Gap
Evaluation Framework (Paper II, Paper III, and Paper IV), two literature reviews
(Paper I and Paper V), one experiment (Paper VI), one UX evaluation (Paper IV),
andonequalitative analysis (PaperVII). Thedata collection for the experiment, UX
evaluation, and qualitative analysis was gathered from the same empirical study,
but the analyses of the collected data differed. The findings from these papers are
presented in chapter 5.

3.1 DEVELOPING THE SOCIAL ROBOT EXPECTA-
TION GAP EVALUATION FRAMEWORK

The Social Robot ExpectationGapEvaluation Frameworkwas createdwith the aim
to gain a richer understanding of users’ expectations in HRI. This development
drewmainly from two fields, namely, social psychology and UX. The development
of this framework is presented in Paper II, Paper III, and Paper IV.

A theoretical framework is an aggregation of existing theories and ideas that to-
gether create a deeper understanding of a phenomenon (Crick and Koch, 2003;
Lindblom, 2015). In addition, putting a theoretical framework into a UX context
allows for an evaluation framework that systematically can capture users’ expecta-
tions in sHRI. As I have stressed in this thesis, HRI deals with inanimate objects
that can be interpreted as human-like entities. An underlying assumption in HRI
is how HHI insights are transferable to HRI. With this in mind, the method for
developing the framework was to synthesize the already existing knowledge on
how expectations are described and studied in psychology. The main basis of the
framework is, therefore, the expectancy process by Olson et al. (1996), illustrated
in figure 2.4. In addition, because HRI deals with users and technical artifacts,
another part of developing the framework was to synthesize aspects and methods
from UX, specifically UX goals as presented by Hartson and Pyla (2018), and
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combine themwith research on expectations from psychology. UX deals, to a large
extent, with users’ expectationswith a focus on how time affects the experience and
is thus highly relevant to the study of expectations in HRI. After synthesizing the
knowledge from psychology and UX, UX goals and metrics were developed that
resulted in the framework. The development of the Social Robot Expectation Gap
Evaluation Framework was the foundation for the empirical work conducted in
this thesis.

3.2 LITERATURE REVIEWS

Two literature studies were conducted towards answering RQ1 as it involves
methodology practices in HRI research. Literature review A investigated ethical
conduct and reporting in the HRI field, presented in Paper I. Literature review B
investigated how NARS (Nomura et al., 2004) is used and reported on in the HRI
field, presented in Paper V.

One reason to conduct literature reviews is to examine the scope of the results
found in a body of literature for a specific topic; another reason to conduct lit-
erature reviews is to gauge how these results were achieved, highlighting the
methodological practices within the field (Hart, 2018). In this thesis, I have
focused on the latter reason, which has guidedme in the two literature reviews, my
work toward developing the Social Robot Expectation Gap Evaluation Framework,
and in the bigger pursuit of answering RQ1.

3.2.1 LITERATURE REVIEW A

This literature reviewwas conducted to investigate how ethical conduct is reported
in theHRI field, presented inPaper I. Thiswork is an extension ofRQ1 as it involves
methodology practices in HRI. The ethical conduct and reporting were based
on five principles that are included in several ethical guidelines, including from
American Psychological Association (2017), World Medical Association (2018),
and the EuropeanCommission (2018). Specifically, we sought to answer howoften
the five ethical principles were explicitly mentioned:

1. Ethical board approval

2. Informed consent

3. Data and privacy

4. Deception (if applicable)

5. Debriefing

Any explicit mention of these principles was noted, however, we did not differen-
tiate further on how these ethical principles were mentioned but rather focused on
any type of mention. Because these ethical principles are based on the handling
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of participants, we narrowed down the literature review to any type of full-length
HRI publication that presented an empirical study with human participants.

To reach an overview of how often the five ethical principles were mentioned
in the HRI field in recent years, three major publication outlets were chosen
– the 2018 ACM/IEEE International Conference on Human-Robot interaction
(HRI), the 2019 IEEE International Conference on Robot & Human Interactive
Communication (RO-MAN), and2018 and2019publications from theACMTrans-
actions on Human-Robot (THRI), which we considered being part of the top tier
of contemporary HRI research. For the HRI conference and the THRI journal,
all full-length publications were reviewed, which were 49 publications and 31
publications, respectively. For the RO-MAN conference, a random selection of
40 publications was chosen, in order to keep the number of publications reviewed
similar across the three outlets. In total, 120 papers were reviewed which became
73 publications after the inclusion criteria were applied, which was to include
studies that had an experimental study.

3.2.2 LITERATURE REVIEW B

This literature review was conducted in order to investigate how NARS (Nomura
et al., 2004) is used and reported on in HRI research. Much like literature review
A, this work is an extension of RQ1 as it involves methodology practices in HRI.
Specifically, we sought to answer the following questions:

1. Where are papers using NARS published?

2. How are methods involving NARS reported?

3. How is NARS data analyzed?

4. How are results related to NARS reported?

In order to answer these questions we used the databases IEEE Xplore and ACM
Digital Library to findpapers in scientific conferences, journals, andbook chapters.
These two outlets were chosen because they encompass a largemajority of theHRI
literature, including the main conferences within the field. We used the search
term “NARS” or (inclusive) “Negative Attitudes toward Robots” with the starting
year 2004 (as the scale was introduced that year), up until 2021. A total of 380
papers were identified, and after an initial round of removing duplicates, 352
papers were left. A second round was conducted in order to remove irrelevant
papers (i.e., not experimental studies), resulting in a total of 160 papers. For the
analysis phase, two rounds were done in order to answer the above questions.
Before the rounds, a random selection of 10 papers were reviewed in order to reach
a consensus regarding interpretation of the classifications. The first authors did
half each, swapping the order in the second round, and the papers were therefore
reviewed by both researchers.
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3.3 EMPIRICAL STUDY

The empirical study done for this thesis serves as the foundation for an experiment
(Paper VI), a UX evaluation (Paper IV), and a qualitative analysis (Paper VII).
The data collection for these papers was done on the same occasion in order to
investigate the role and relevance of expectation in a human-robot interaction,
related to RQ2.

In order to gain deeper knowledge and richer insights into users’ expectations
of social robots, several methodological approaches were performed. Although
experiments, UX evaluations, and qualitative analyses all are empirical work that
focuses on various aspects of behaviors, they differ in the goals, data collection and
analyses of the empirical research conducted (Dumas and Redish, 1999). The goal
of experiments is to detect if a certain phenomenon is present, where independent
and dependent variables are studied. Typically, the data is gathered from a larger
sample size and analyzed on a group level. Moreover, usually, several groups
are compared to observe whether or not the stimuli affected the participants.
Questionnaires and statistical testing are common in experiments. The goal of
UX evaluations is to evaluate the task or interaction and to uncover problems.
Typically, the data is gathered from a smaller group with a specific user group
in mind. The data collected is then analyzed and evaluated in relation to the UX
goals. The use of an artifact is evaluated in order to determine if it creates a positive
user experience and to identify factors that hinder a positive user experience. The
goal of qualitative analyses is to uncover in-depth insights from a certain task,
interaction or phenomenon. The data is usually collected on a smaller group by
analyzing non-numerical data from field notes, text and/or audio/video recording
in order to gain an in-depth understanding of experiences, concepts, or beliefs,
by finding patterns or themes that provide findings in addition to those found
in the above approaches. I have chosen to explore all three approaches because
a comprehensive understanding of expectations is essential to further the sHRI
field. This includes delving into the phenomena of expectations, understanding
their role and relevance in sHRI, and examining how expectations influence the
usability and user experience of social robots.

Below, I present the empirical study, followed by the data collection and analysis
related to each methodological approach.

3.3.1 PARTICIPANTS

Participants were recruited through fliers put around the university campus and
emails reaching out to faculty and students at the university. A total of 31 (N=31)
were recruited, with an age range of 20–54 (M=29); 45% males and 55% females
(no one self-described or chose non-binary). Amovie ticket was rewarded for their
participation in the study. A total of 48% had no previous experience with robots
while 52% had some previous experience.

As the interaction was in English but conducted in Sweden, we gathered data on
participants first language; 7% of the participants were native English speakers,
55% were Swedish native speakers, 16% were Spanish native speakers, 10% were
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native Arabic speakers; the remaining 12%were native German, Portuguese, Turk-
ish, and one participant was native bilingual speaker of Spanish/Arabic.

3.3.2 PROCEDURE

In the study, participants were asked to interact with the robot for 2.5 minutes
twice. The participants were told that the purpose of the study was to investigate
how robots could work in the home and thus they could ask the robot anything,
with a focus to explore what was possible. Thus, the interactions could vary vastly
depending onwhat participants chose to ask. The participants answered subjective
measures before, between, and after the interactions. After the interactions and
the subjective measures, participant’s were debriefed, which included providing
information regarding the study’s aim and how the robot and the speech function
in the robot worked.

3.3.3 THE ROBOT AND TECHNOLOGICAL SETUP

The robot used in the study was the social robot Pepper, created by Aldebaran
(2023). The robot could move arms, simulate breathing, and move its head
towards the robot. Because participants were asked to explore the interaction
freely, we used a customized dialogue system for Pepper which consisted of the
OpenAI GPT-3 language model for producing responses to participants’ verbal
input (OpenAI, 2023). The dialogue system was implemented as text completion,
using the text-davinci-002 language model. The language model was initialized
before the participants entered the lab with a prompt: You are talking to the robot
Pepper. We are currently at the Interaction Lab in a town called Skövde. We
are in the country Sweden. Once the participants entered the lab, the interaction
was always initiated by the participants. The participants speech was transformed
via Google’s speech-to-text service to text that GPT could respond to using the
NaoQi ALAnimatedSpeech service. Within the interaction, previous speech by the
participant was stored and the robot could therefore recall previous conversation.
This was reset for each participant.

The study was conducted in a 60m2 lab room, with the robot in the middle of the
room, with screens around it to confine the room. The participants sat approxi-
mately one meter from Pepper, with one camera in front of them and one camera
to the side (figure 3.1). The interaction was recorded in order to gather data on
participant’s facial expressions and body movements. The test leader was behind
a screen to avoid participants interacting with them. The test leader was by a desk,
overseeing the technical aspects of the robot.

3.3.4 ETHICAL CONSIDERATIONS

This project was submitted for ethical review to the The Swedish Ethical Review
Authority (#2022-02582-01, Linköping) and was found to not require ethical
review under Swedish legislation (2003:615). The experiment is in accordance
with the Declaration of Helsinki. No physical or mental health risks were posed
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Figure 3.1: Set-up for the interaction, taken from the two cameras that were used
to record the interaction.

to the participants of this study. Participants were informed of their tasks prior to
receiving an informed consent form and were debriefed after the interactions. All
data has been de-identified during collection. No sensitive personal information
was collected. Video recordings are stored locally on a computer that is password
protected.

3.3.5 DATA COLLECTION AND ANALYSIS RELATED TO THE EX-
PERIMENT

The analysis for the experiment included a within-subject design and was pre-
sented in Paper VI. The dependent variables in this experiment were expectations,
measured by several subjective measures. The independent variable was time, i.e.,
experience from the interactions with the robot.

The measures were intended to gather aspects of expectations and were measured
via negative attitudes, anxiety, closeness, and perceived capability. The data col-
lection occurred before the first interaction, after the first interaction, and after the
second interaction.

Three hypotheses were formulated. First, hypothesis 1 was that the variability
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between participants’ expectations towards the robot decreases over time. Second,
hypothesis 2 was that previous experience affects expectations of robots. Lastly,
hypothesis 3 was that expectations will change based on experience with the robot.
To test hypothesis 1, separate two-sided F-tests were used to test the difference
in variability between the data collected before the first interaction and after the
last interaction. To test hypothesis 2 and 3, a repeated measures ANOVA was
performed on each subscale in relation to time and previous experience with
robots.

Demographics

Before the interactions with the robot, data on participants gender and age was
collected. In addition, participants previous experience and interest in robots were
collected. The participants were asked to rate the latter two on a scale of 1–5.

Negative attitudes towards robots

The negative attitudes towards robots scale (NARS) consists of 14 items divided
into three subscales (Nomura et al., 2004). Subscale 1 covers negative attitude
toward situations of interaction with robots, subscale 2 covers negative attitude
toward social influence of robots, subscale 3 covers negative attitude toward
emotions in interaction with robots. Each question is rated on a 1–5 Likert scale,
1 being I strongly disagree, and 5 being I strongly agree.

The robot anxiety scale

The robot anxiety scale (RAS) consists of 11 items divided into three subscales (No-
mura et al., 2004). Subscale 1 covers anxiety toward communication capability
of robots, subscale 2 covers anxiety toward behavioral characteristics of robots,
subscale 3 covers anxiety toward discourse with robots. Each question is rated
on a 1–6 Likert scale, 1 being I do not feel anxiety at all, and 6 being I feel anxiety
very strongly.

Closeness

The closeness questions consist of three questions, based on the Other in the Self
Scale (IOS) (Aron, Aron, and Smollan, 1992) which is one single item meant to
measure how close onemay feel towards a person. Because this scale was intended
for human-human interaction, we decided to include three questions that have
been used to validate this scale. The first question measures to what extent the
participant would use the term ”we” in relation to the robot. The second question
measures how the participant would characterize the relationship with the robot in
relation to other relationships. The third question measures how the participants
would characterize the relationship with the robot in relation to other people’s
close relationships. Each question is rated on a 1–7 Likert scale, 1 being Not at
all for question 1 andNot close at all for questions 2 and 3, and 7 being Verymuch
so for question 1, and Very close for question 2 and 3.

Perceived capabilities

The perceived capabilities question was one item created for this study, rated on
a 1–9 Likert scale, 1 being Not capable at all and 9 being Extremely capable. The
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question was created in order tomeasure how capable the participants thought the
robot in this experiment was.

3.3.6 DATA COLLECTION AND ANALYSIS RELATED TO THE UX
EVALUATION

For the UX evaluation, we purposely selected a sample of users (N=10) from the
criteria of having no previous experience with robots and their first language being
either Swedish or English, which is presented in Paper IV. We chose this group
in order to get users with similar backgrounds and experiences with social robots.
Hence, their user profile was homogeneous. We used the Social Robot Expectation
Gap Evaluation Framework as a foundation for the UX goals related to the factors
of expectations and set baseline and target levels for each selected metric.

The UX goal related to affect was that the user should expect to have neutral
to positive emotions toward the robot. The metrics included RAS (presented in
section 3.3.5), facial expressions, and post-test interview. The post-test interview
was conducted after the interactions in order to catch aspects of the interaction
that could not be collected by the qualitativemeasures. The following six questions
were asked:

1. How did you feel the interactions went?

2. Did you experience any difference in the first and second interaction?

3. Did you have any expectations of how the interaction would go?

4. Was anything surprising about the interaction or the robot?

5. Did you have any specific emotion during the interaction?

6. Is there anything you would like to add?

The UX goal related to cognitive processing was that the user should experience
effortless cognitive processing during the interaction. Themetrics included obser-
vations and post-test interviews.

TheUXgoals related to behavior and performancewere that the user should expect
a pleasant and smooth conversation, and that the user should expect to have ease
of conversation. The metrics included RAS, field notes, observations, post-test
interviews, and the amount of interruptions during the interactions. Both the
observations and post-test interviews were video-recorded.

The data was analyzed and evaluated in terms of whether the UX goals were met
or not via data triangulation (Patton, 2014). Triangulation means that multiple
data sources are used to compare and contrast the data in order to gain a deeper
and more reliable understanding of the obtained findings. Several findings that
point in the same direction mean that there are identified UX problems that
need to be considered. Once the UX goal was identified as met or not met,
it was followed by assessing the nature of these UX problems, categorized into
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scope (global and local) and severity. Findings that are pointing in the same
direction imply a UX problem. Global scope consists of problems that relate to
the robot or interaction as a whole, whereas local scope consists of problems that
relate to a certain moment of the interaction. High severity problems are those
that should be prioritized and are caused by several mismatches between users’
expectations and the actual interaction. Low severity problems are those that are
of smaller importance that users can easily work around. Lastly, recommendations
to decrease the disconfirmed expectations are provided based on the revealed
findings.

3.3.7 DATA COLLECTION AND ANALYSIS RELATED TO THE QUAL-
ITATIVE ANALYSIS

The data collected for the qualitative analysis was based on the observations from
the field notes, the video recordings, and especially the post-test interviews from
all 31 participants, which is presented in Paper VII. We decided to include the
video recordings and the post-test interviews because it is acknowledged that
participants’ perspective from the interaction can vary between what they say and
what they do (Patton, 2014; Lindblom, Alenljung, and Billing, 2020).

The data from the post-test interviews (presented in section 3.3.6) were tran-
scribed and, together with the video recordings, were then analyzed by a reflexive
thematic analysis (Braun and Clarke, 2006; Braun and Clarke, 2021a; Braun and
Clarke, 2021b; Byrne, 2022). The analysis had six phases:

1. Familiarized ourselves with the data by transcription and review.

2. Generated initial codes by extracting data that seemed to be relevant and
created short descriptive and interpretive labels.

3. Generated broader themes by actively identifying and constructing the
patterns from the previous step.

4. Reviewed these themes to see if they represented the overall data and if they
needed to be modified.

5. Defined and named themes in relation to the data sets and the aim of the
research.

6. Wrote and produced the report

The analysis focused on understanding the interaction between the participant
and the robot by assessing the interaction quality and whether or not it changed
(negatively, stayed neutral, or positively) over the two interactions. Interaction
quality was characterized as when participants had success or issues with (1)
initiating or continuing an interaction, (2) turn-taking between themselves and
the robot, including flow of conversation and potential interruptions, and (3)
the dialogue, including well-aligned or misaligned conversations. Moreover, by
investigating interaction quality and how it unfolded in the two interactions, we
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also obtained insights into participants’ interaction strategies, explicit and implicit
expectations, as well as positive and negative user experiences.
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CHAPTER 4

SUMMARY OF PAPERS

4.1 PAPER I

This paper contributes to RQ1 by investigating methodological practices in sHRI.
Specifically, this paper investigates how ethical conduct is reported on in the HRI
field. There is an ethical dimension to the mismatching expectations because
designing social robots as human-like might deceive participants into thinking
they aremore capable thanwhat they actually are. This is overtly used inHRIwhen
using aWoZ set-up because the participants aremeant to believe the robot is acting
autonomously, when it is remote controlled by a human (the exception is certain
kinds of UX research in which the participants are co-designers and informed
about the purpose of the study) . It can be argued that any social robot is designed
deceptively, by being designed in ways inviting to social interactions. One way to
handle this inHRI is to report on how these ethical dimensionswere handledwhen
reporting on empirical studies, which is a standard in fields such as psychology.
Therefore, this paper investigates the reporting of ethical conduct, via a literature
review where I looked at how often ethical board approval, informed consent, data
protection and privacy, deception, and debriefing were explicitly mentioned when
reporting results from traditional empirical studies.

Results show that, overall, ethical conduct is under-reported in HRI, with four
of the five ethical principles omitted in about one third of the papers analyzed.
Informed consent was the most reported ethical conduct, mentioned in 49% of the
articles. In 44% of the papers’ explicitly using deception in their study, authors
also mentioned debriefing. All studies that included deception should disclose
to the participants when deception occurs. Uninformed participants may have
unrealistic expectations of what robots are capable of based on the study they
participated in, which ought to be considered from an ethical perspective.

This paper demonstrates and contributes to identification of potential shortcom-
ings in ethical research practice in HRI and provides explicit discussion of best
practices for ethical participant interactions in HRI. Specifically, the paper high-
lights the overlooked impact of undisclosed deception in the most common HRI
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method today.

4.2 PAPER II

This paper contributes to RQ1 by lifting the role and relevance of expectations in
human-robot interactions and howwe can identify and study expectationswithUX
methodology. Moreover, I stress how expectations can be a confounding variable
in sHRI research which highlights the need to understand and consider expecta-
tions further within the field. This paper was the first step towards incorporating
UX methodology into my work on expectations, which ultimately set the stage
for the development of the Social Robot Expectation Gap Evaluation Framework
(Paper III).

A key aspect of UX is understanding that user experiences belong to a context,
specific users, and how they can change over time. Although these concepts can
be present in sHRI today, they are often overlooked or not framed in a systematic
way. Because expectations (in general, and in sHRI) are dependent on context, the
users, and can change over time, I propose the novel use of UX in an sHRI context.

In order to prevent negative user experience, I suggest that the UX wheel can
be used to assess expectations in the early stages of designing robots. By doing
so, expectations can be understood further, creating confirmed expectations, and
ultimately design for a positive user experience. The UX wheel consists of under-
standing users’ needs, creating design concepts, realizing design alternatives, as
well as verifying and refining designs via evaluations. These steps are meant to
be iterative, where each step is worked and reworked until desirable results are
achieved. These steps can be beneficial for already developed robots because the
iterative UXwheel can be used to design aspects of the robot, such as its behaviors,
for specific contexts. The implications of using UX methodology, including the
UX wheel, is that designers can understand and design for expectations to create
positive user experience. An outcome of negative user experience is that the
users will stop using the technology, which can be detrimental in contexts such
as healthcare. By managing expectations, specifically by having social robots
confirming users’ expectations, positive user experience can be created. This
means that the social robot can be used for its intended use, which is one of the
main goals in sHRI.

4.3 PAPER III

This paper contributes to RQ1 by proposing a framework for which expectations
can be studied in an sHRI context. The framework draws inspiration from work
on expectations in social psychology and combining them with methodology and
aspects from UX. In this paper, I formulated three factors of expectations. Then,
I developed four UX goals, with proposed metrics, to study these factors. These
metrics are meant to be modular, where certain metrics could be removed or
replaced. By doing this, the framework can be tailored after unique scenarios
and contexts while still keeping the core of the factors of expectations. Lastly, I
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proposed a procedure with four phases, relying heavily on the UX perspective.

Factors of expectations and metrics

The foundation of the framework is based on the expectancy process by Olson et al.
(1996). The first step of this paper was to identify what aspects of the expectancy
process are relevant to study in sHRI from a UX perspective. Of importance here
was to identify how expectations can be studied once an expectation is confirmed
or disconfirmed. From this, I identified these factors as being affect, cognitive
processing and behavior & performance, derived from the consequences of ex-
pectations. Affect refers to the emotional reaction an individual may have in the
interaction with the robot. These can range from positive to negative affect. The
metrics NARS and RAS (Nomura et al., 2004) are two questionnaires aiming to
measure participants’ negative attitudes and anxiety towards robotswith a broader
scope, considering robots collectively. However, both NARS and RAS are com-
monly used as subjectivemeasures after interactingwith specific robots. Following
this practice, the primary objective of using these measures in this framework
is to observe how these general expectations evolve throughout interactions with
specific robots. Cognitive processing refers to the cognitive strain the interaction
may take on an individual. Typically, disconfirmed expectations are surprising and
attention is drawn to the occurrence, and cognitive effort is put to making sense of
what happened. Themetrics proposed for this factor arememory recall (i.e. asking
participants to recite the interaction) and reaction time (i.e., measuring the time
it takes for participants to react to the robots output, both verbal and non-verbal).
Lastly, behavior & performance refers to an individual’s deliberate actions. The
metrics proposed for this factor are choice of spoken dialogue (i.e., what topics the
participant chooses to bring up in the interaction), repeating words (i.e., how often
the participant needs to repeat themselves), interruptions of interactions (i.e., the
number of times the participant is interrupted by the robot in any way), and the
duration of the interaction (i.e., how long the interaction lasted, including how long
the participant speaks).

UX goals

In order to study the factors of expectations, four UX goals were formulated. First,
for the affect factor: the user should expect to have neutral to positive emotions
towards the robot. Second, for the cognitive processing factor: the user should
experience effortless cognitive processing during the interaction. Third, for the
behavior & performance factor: the user should expect a pleasant and smooth
interaction. Fourth, also for the behavior & performance factor: the user should
expect to have ease of conversation.

Procedure

The framework also entails the procedure in which studying these aspects can
be carried out systematically. The procedure is divided into four phases. First,
before carrying out any study, the scenario needs to be identified. This can be
done by creating two identical scenarios and studying how the factors of expec-
tations change between the two interactions. Another suggestion is to change the
second interaction in order to trigger expectancy violation. This way, disconfirmed
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expectations are triggered and can be studied. The next step is to collect the data.
I stress the importance of studying expectations over time, and thus, collecting
data several times is important to catch the change in expectations. I suggest a
timeline of the data collection phase in figure 4.1. Third, once the data collection is
completed, the data needs to be analyzed. This step combines the findings from the
differentmetrics, quantitative and qualitative, in order to create a bigger picture of
how expectations change. During this phase, UX problems need to be identified,
relating to the scope and the severity of them. These problems can then be used
for further improving the interaction, or even the design of the robot if the study
is intended to evaluate a robot under development or re-design. The last step
is reporting on findings and to offer recommendations. The recommendations
should be related to how disconfirmed expectations can be avoided and how to
design for having overall positive user experience for the users interacting with a
robot.

Figure 4.1: Data collection timeline, from Paper III

4.4 PAPER IV

This paper contributes to RQ1 by applying the Social Robot Expectation Gap
Evaluation Framework to a user experience evaluation study. This paper focuses
on the results that can be applied by the framework. Because the framework is
intended to be modular, I kept some of the metrics presented in Paper III and
added new ones. The details of the findings are presented in table 4.1. For the
affect factor and UX goal 1, I chose to include RAS, facial expressions, and results
from the post-test interview. For the cognitive processing factor and UX goal 2,
I chose to include observations and data from the post-test interview. For the
behavior & performance factor and goal 3, I chose to include observations and
data from the post-test interview; and for goal 4, I chose to include interruptions
of interaction, observations, and data from the post-test interview. All data was
analyzed via triangulation for each and every UX goal.
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Four major findings were identified in relation to the framework. First, during the
analysis process, I saw, generally, that UXwas improved in the second interaction.
These findings support the claim that expectations should be studied over time
because they are not static but dynamic in the interactions.

Second, I saw the importance of studying expectations in-person because the phys-
ical robot had an impact on the users when stepping into the test room. Several
users expressed a difference in their expectations once they met and interacted
with the robot, with some experiencing negative emotions before the interactions
which might not have happened if the study was conducted online.

Third, there was an overlap between the findings of the different expectation
factors. For example, subscale 2 for RAS (relating to the affect factor) relates
to the behavioral characteristics of the robot, which makes it appropriate for the
cognitive processing factor because behavior from the robot can also put a strain on
cognitive processing (i.e., the users tries tomake sense of the behavior). Moreover,
subscale 3 for RAS relates to discourse with robots, whichmakes it appropriate for
behavior & processing because unexpected discourse by the robot can lead to less
ease of conversation, because users may not know what to respond. This overlap
between factors underpins the importance of triangulation when analyzing the
data to further understand how expectations work.

Fourth, the findings from this study alluded to other aspects of the expectancy
process by Olson et al. (1996). This implies that the framework can be further
improved by looking at other aspects of the expectancy process, specifically the
dimensions of expectations: certainty, accessibility, explicitness, and importance
(section 2.2.2). For example, accessibility seems to be partly involved in the
initial user experiences when the users are meeting the social robot in-person,
and explicitness seems to be partly involved for users when they experience the
mixed message of being aware that the robot is a machine, but still compare the
robot’s verbal responses and actions to howhuman-human interactions commonly
unfold.

Moreover, this paper contributes to RQ2 by empirically studying how the experi-
ences of interacting with a social robot affect users’ expectations over time from a
UX perspective. UX goal 1 was not fulfilled. Facial expressions during the interac-
tion demonstrate that several users were anxious and avoided eye contact with the
robot. Several users also displayed puzzled looks in the first interaction, indicating
that they did not know what to expect from the robot. The main identified UX
problem was that these users lacked first-hand experience.

UX goal 2 was partially fulfilled. The users appear to, overall, start off with high
cognitive processing and moving towards it becoming easier over time. Several
users expressed during the post-test interviews that they had a hard time figuring
out how to interact with the robot, but that it became easier at the second interac-
tion. The identified UX problem was that users did not know what to expect from
the robot, and whether or not it should be regarded as a machine or human-like,
which caused a cognitive strain on the users during the interaction.

UX goal 3 was not fulfilled. Overall, several users did not have smooth interactions
because the robot did oftentimes not recognize the users’ speech, and in some cases
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misheard the commands. In addition, many users reported that the interaction
felt one-sided and that it did not feel like a natural interaction because the robot
did not ask questions back. There were, however, some users who had a smooth
interaction, mainly due to them being able to be ”understood” and no miscommu-
nications occurred. The identified UX problem was that the robot did not respond
to all the voices of the users equally.

UX goal 4 was partly fulfilled. Several users were interrupted by the robot. In the
post-test interviews, users reported a feeling of awkwardness when the robot did
not respond to speech. There were, however, users who stated that the conversa-
tion was easy because the robot could understand all the topics. Several users also
reported that they thought the conversations were easier at the second interaction.
TheUXproblemwas that users could not experience ease of conversations because
they did not know what to expect from the robot.

Two of the UX problems were deemed as severe because they ultimately created
bad UX – users had problems being understood by the robot and users did not
know what to expect from the robot, in terms of if the robot should be handled as a
machine or as a human. Despite this, there was an improvement between the first
and second interactions. Moreover, many users expressed disappointment when
their expectations of the robots did not align with reality, which is in line with the
expectancy process by Olson et al. (1996).

4.5 PAPER V

This paper contributes to RQ1 by investigating methodological practices in sHRI.
Specifically, this paper investigates how NARS is used and reported on in the HRI
field. Results show that the reported use of NARS is increasing. This can be seen
as evidence that it is a tool that is relevant, although the actual reported numbers
of use are still low. Results also show that NARS was inconsistently applied and
not always reported in sufficient detail to confidently interpret the results. Looking
specifically at reporting on how the response options were analyzed and howmany
options the participants could choose from, a great variation in practice was found.
For instance, only a third of the papers reported both these aspects, whereas the
rest only reported one or neither. Those that explicitly reported their practices
were often not using the validated methods, and it was not always possible to
infer the used methods from papers with more sparse reporting. When using the
validated scale, NARS should result in one number for each of the three subscales.
Each of those numbers are calculated by summarizing the responses for the related
Likert items. In 56% of the papers, there was no mention on how they evaluated
the items to receive the three NARS numbers, neither explicitly nor implicitly. In
31% of the papers, the item evaluation was not in line with the validated method.
The number of response options for the respective items also varied a lot. There
should be five options, and it was confirmed that that was the case in only 35% of
the papers, but in almost half of the papers, it was not possible to tell. In 16% of the
papers, other numbers were used, and seven was the most common alternative.

The results found in this paper are important to highlight because NARS has an
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important role within the sHRI field, both to capture a common confounder and
to study an important phenomenon in itself, specifically how underlying attitudes
of robots in general might impact the specific context. The value of any validated
scale is twofold, first, it allows for comparison, and second it has a documented
correlation with the studied phenomenon. Thus, in order to get meaningful and
comparable results, NARS needs to be consistently used. If any modification to
the scale occurs, then that new scale would need validation, or at least have the
adjustment being clearly reported. There are several reasons why modifications
could be appropriate, such as adjusting to specific contexts or users, but the new
scale cannot typically be considered NARS.

This work contributes to sHRI methodology by reviewing historical and current
practices which in turn informs future improvements of our tools. Considering
the results showed the inconsistent use of the scale while still being one of the
most popular scales in the field, used across many settings, it makes it worthwhile
to discuss how we should move forward as a field when using this, or any other,
standardized scale to measure aspects of sHRI. With this paper, I want to encour-
age consistent use of the scale in order to performmeta-analysis tomake it possible
to examinemore general phenomena related to attitudes and robots, including the
expectations people have on robots.

4.6 PAPER VI

This paper contributes to RQ2 by empirically studying how the experiences of
interacting with a social robot affects users’ expectations over time. These results
are from the empirical study presented in section 3.3. Participants were instructed
to interact with the robot Pepper two times, for 2.5 minutes each. Expectations
were measured via affect (NARS, RAS, and Closeness) and perceived capability.
Three hypotheses were formulated – H1: The variability between participants’ ex-
pectations towards the robot decreases over time, H2: previous experience affects
expectations of robots, andH3: expectations will change based on experience with
the robot.

H1 was tested by conducting separate two-sided F-tests to test the difference in
variability between the data collected before the first interaction and after the last
interaction. Results show no decrease in variability for any of the measures and
the hypothesis (H1) was thus rejected. I hypothesized that the variability would
decrease because the participants would come into the experiment with different
expectations and, through direct experience with the robot in the experiment, start
to revise their expectations to amore uniform picture of the robot. This hypothesis
was formulated with the expectancy process by Olson et al. (1996) in mind. A
possible explanation for why a decrease in variability was not found is that the
participants’ expectationswere so robust that the two interactionswere not enough
to revise the expectations in the interaction. Another possible explanation is that
the participants had enough of a different experience in the interaction to induce
a decrease in variability. This explanation is supported by the found tendency for
increased variability over time in the perceived capability measure. Furthermore,
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Figure 4.2: The mean scores for the three NARS subscales from Paper VI, both
for all participants (left) and when separated based on previous robot experience
(right), are presented as a percentage of the maximum score achievable for each
component. Error bars are included to represent the standard error of the mean.

a change in expectation was found for the participants but in different directions
which also points towards the participants having different experiences.

H2 and H3 were tested by conducting a repeated measures ANOVA, which was
performed for each measure in relation to time and previous experiences with
robots. The results from NARS, RAS, Closeness, and Perceived Capability are
presented in figures 4.2, 4.3, 4.4, and 4.5. H2 was supported whereas H3 was
partially rejected. Participants with previous experiences with robots reported
more positive responses on the scales. One possible explanation for these results
is that the open dialogue system that was used made it possible for more complex
interactions with the participants which the experienced participants responded
well to. Moreover, these results are in line with the Expectancy model by Olson
et al. (1996) in regard to the role the sources of expectations play in expectations.
Specifically, those with direct experience with robots had different expectations
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Figure 4.3: The mean scores for the three RAS subscales from Paper VI, both
for all participants (left) and when separated based on previous robot experience
(right), are presented as a percentage of the maximum score achievable for each
component. Error bars are included to represent the standard error of the mean.

of robots than participants that had no direct experience with robots. These
expectations were both different before the interaction and after the interaction
with the robot. This explanation is also supported by the findings fromH1 because
the source of the expectations are robust and participants retain them in the
interaction.

For the measures with a change, I found that participants became more positive
towards the robot over time in the interactions. One possible explanation for this
result is that different aspects of expectations stabilize at different times, which
has been found previously to happen in first impressions of social robots (Paetzel,
Perugia, and Castellano, 2020).

Our main take-way from this study is that previous experiences have a strong
impact on the current experiences with robots; participants’ expectations of robots
are robust, with people with previous experiences scoring significantly differently
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on affect, which will not change over time from the experience of interacting a
shorter period with a robot. These results contribute to RQ2 by underpinning the
importance of previous experiences with robots, and the difference between direct
experience and no direct experience, which affects forthcoming interactions. I can
further demonstrate how the underlying assumption that HHI works similarly as
sHRI is true for expectations, by applying the expectancy process by Olson et al.
(1996).

Figure 4.4: Themean scores for the three Closeness questions from Paper VI, both
for all participants (left) and when separated based on previous robot experience
(right), are presented as a percentage of the maximum score achievable for each
component. Error bars are included to represent the standard error of the mean.

4.7 PAPER VII

This paper contributes to RQ2 through an extended qualitative study, delving
deeper into the specifics of expectations and user experiences. This paper aimed
to gain a deeper understanding of how expectations influenced the social human-
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Figure 4.5: The mean scores for the Perceived Capability question from Paper
VI, both for all participants (left) and when separated based on previous robot
experience (right), are presented as a percentage of themaximum score achievable
for each component. Error bars are included to represent the standard error of the
mean.

robot interaction as well as how humans experienced it. The results are from
the empirical study presented in section 3.3. A reflexive thematic analysis of
data extracted from the post-test interviews and video-recorded interactions was
conducted. Five objectives were formulated. The first objective was to understand
the interaction quality. The second objective was to identify interaction strategies.
The third objective was to further examine users’ confirmed and disconfirmed
expectations. The fourth objective was to identify core aspects that influenced
the users’ expectations and experiences. Lastly, the fifth objective was to examine
users’ experiences. The insights gained from this analysis go beyond the acknowl-
edgment of expectations, offering a more nuanced exploration of their nature and
thematic categorization.

The first objective, concerning interaction quality was the first step and built the
foundation for studying the other objectives. The interaction quality was divided
into three levels: low, moderate, and high. This categorization was determined
through aspects such as turn-taking, spoken dialogue continuity, interruptions,
and alignment of spoken dialogue topics (e.g., the robot responding to the par-
ticipant’s question or responding to something unrelated). The 62 sessions of
human-robot interaction were individually rated on their respective interaction
quality as well as the trend (positive, neutral, and negative), illustrated in table
4.2. The result shows an overall positive trend of increased interaction quality
from the first to the second session. Participants’ self-reported assessments of the
trend from the first to the second session correspondwith the ratings. Participants
demonstrated a heightened understanding of how to engage with the robot in the
second session compared to the first session. This suggests that their expectations
were more accurately aligned in the second session, likely influenced by their
firsthand experiences with the initial encounter.

The second objective focused on the users’ interaction strategies. From the anal-
ysis, five distinct approaches were identified: getting to know the robot, explor-
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ing the robot’s capabilities, testing the limits of the robot’s functionality, asking
questions related to the differences between humans and robots, and asking no
questions (typically due to now knowingwhat to do after issues). These interaction
strategies did not only share similarities in content but also in how frequently they
were employed. All participants posed questions related to the first and second
interaction strategies, while the remaining three were utilized differently, largely
influenced by time constraints and individual interests. Participants experiencing
a lower interaction quality, often due to various reasons, seldom utilized the latter
strategies as they had limited time to complete the initial socializing phase before
the sessions concluded.

The third objective focused on various aspects of explicit expectations, specifically
exploring confirmed and disconfirmed expectations.The analysis included explor-
ing how users land at various points within the social expectation gap (figure 2.6),
based on their expectations and their subsequent experiences. The findings not
only highlighted the diversity of expectations but also emphasized the participants’
adaptability in aligning those expectations based on their previous experiences.
Overall, the findings unveil a spectrum within the social robot expectation gap,
showcasing that expectations vary within a broad range.

The fourth objective specifically focused on the core elements impacting partici-
pants during the study, derived from aspects that surprised them and analyzed as
implicit expectations. These elements varied across a range of dimensions from
negative to positive. Participants showed varied reactions regarding different as-
pects of the robot: the dialogue triggered various responses, with some impressed
by the robot’s answers and others disappointed by its capabilities and response
timing. Surprises were found in the robot’s armmovements andminimal attention
was given to the robot’s appearance. Additionally, the portrayal of a human-
likeness by the robot surprised participants, provoking thoughts on the robot’s
potential self-awareness and understanding of emotions. Overall, participants
demonstrate a tendency aligning their expectationswith their past experiences and
encounters.

The fifth objective focused on exploring users’ experiences. User experience was
divided into positive user experiences and negative user experiences. Experiences
were based on the spoken dialogue and the head and body movements of the
robot. For many participants, the initial in-person encounter left a positive im-
pression, indicating that the robot surpassed their initial (implicit and explicit)
expectations in both its actions and appearance. However, therewere also negative
user experiences, which were experienced when there was a lack of proper verbal
dialogue and turn-taking. These participants expressed that the interaction and
the situation did not feel natural and comfortable. Moreover, the robot’s head
and body movements caused confusion or fright for these participants rather than
supporting the interaction between them. Some participants mentioned that they
had seen pictures and movie clips of social robots, but interacting with them first-
hand was described as qualitatively different and more negative than imagined
beforehand.

The findings underscore the intricate nature of user expectations. Recognizing
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Table 4.2: Interaction quality, from Paper VII

the importance of implicit expectations is critical in understanding user responses,
particularly as participants might encounter challenges in expressing explicit ex-
pectations. Moreover, this paper’s results highlight participants’ adaptive strate-
gies, emphasizing adaptation as a crucial aspect of user interaction. Their adapt-
ability significantly shapes their experiences, revealing that positive user experi-
ence isn’t solely determined by interaction quality.
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4.8 OTHER PUBLICATIONS – WORKSHOPS

In addition to the empirical work, there have been several workshop papers that
partly have contributed to answering RQ2. Although these are smaller publi-
cations, they highlight an important aspect of expectations in sHRI which is an
ethical dimension. In Paper VIII, I highlighted how the presentation of social
robots impacts the public’s expectations of robots. This is illustrated by bringing
up three examples of robots in media: existing social robots presented at talks
and conventions acting as more capable than what is currently possible, adver-
tisements where existing robots are sold as being able to do more than what is
possible today, and science fiction robots portraying highly intelligent ”almost
humans” capabilities. These examples are discussed in relation to sHRI research
that has studied the media’s effect on the expectations people may have of robots.
Lastly, I raise questions regarding the ethical issues with presenting robots as
more capable than what is possible today (e.g., via WoZ), which creates a certain
type of deception. The ethical challenges in the sHRI field and how they can
create unrealistic expectations of social robots were further presented in Paper XI,
where five examples of ethical challenges were presented: emulated emotions in
the robot, the presentation form of robots, the terminology used when describing
robots, concealing cameras and microphones in the robot design, and lastly using
the WoZ technique. In Paper XII, I took a closer look at how using a human-like
voice in robots can be viewed as deception because it creates expectations that
robots are like humans (i.e., being more capable than what is possible). Lastly, in
Paper XIII, I took another approach to the ethical dimensions of our work, namely
the language bias that exists in the voice recognition of robots. In this paper, I
presented some cases from our empirical study (section 3.3) where there were
instances of breakdowns in communication where the robot system was unable
to pick up the speech from the participants, tied to participants who deviated from
American English pronunciation. These instances were outliers in some way, but
too unique to do any form of data analysis on them. We, therefore, used them as
examples for a more theoretical discussion on who has access to new technology.

Together, these papers highlight some of the ethical dimensions of expectations
including how presenting (fictional and real) robots as more capable than what
is possible today can be viewed as deception, which creates a challenge for re-
searchers within the sHRI field. These results also strengthen the findings that
the sources of expectations play a larger role in human-robot interaction and have
an effect on the results in sHRI research.
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CHAPTER 5

FINDINGS

In my doctoral work, I aimed to investigate the role expectations play when inter-
acting socially with robots, including the subsequent ethical implications of such
expectations. I approached this aim, first, by asking how user expectations can be
studied in sHRI (RQ1) since there do not seem to be any widely adopted methods
to study expectations within the field. Then, I continued to approach the aim by
asking what is the role and relevance of user expectations in sHRI (RQ2).

5.1 RQ1: HOW CAN USERS’ EXPECTATIONS BE
STUDIED IN sHRI?

Knowledge and insights into this research question is based on Paper I, Paper
II, Paper III, Paper IV, and Paper V. I have answered this RQ in two ways. The
first way is by developing a framework for studying expectations in sHRI, and the
second way is by looking at existing methods in sHRI.

5.1.1 A FRAMEWORK FOR STUDYING EXPECTATIONS

As argued in the Introduction, HRI has up until today primarily been concerned
with designing robots in relation to users’ preferences, not considering specifically
how these preferences are formed. Gaining a richer understanding of users’ in-
teractions with robots and how they are shaped in relation to their expectations
may provide an additional important dimension in the analysis in sHRI research.
Specifically, being able to study users’ expectations would allow for an under-
standing of how to manage these expectations. Disconfirmed expectations are not
necessarily an indication of poor interaction design or individual preferences but
rather it shows the need to adjust for the expectations in order to create a positive
user experience.

In Paper II, the need for a more structured and systematic approach to study
expectations in sHRI was identified and then realized. The motivations behind
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this identified need are several. First, it is acknowledged that people tend to form
their opinions of robots based on science fiction and other media, i.e., indirect
experience, creating preconceived notions of robots capabilities (Sandoval, Mubin,
and Obaid, 2014; Alves-Oliveira et al., 2015; Rosén et al., 2018; Oliveira and
Yadollahi, 2023). Second, roboticists design social robots with the intentions
of creating an interaction partner, blurring the line between a machine and a
social agent (Alač, 2016), which in turn affects users’ expectations. Third, be-
cause expectations change over time (Olson, Roese, and Zanna, 1996; Roese and
Sherman, 2007), there is also a need to consider the temporal aspect of peoples’
experiences with robots. The traditional view of studying behavior in research is
introducing a stimuli to a group of people and observe the outcome of doing so.
However, if the original group, before the stimuli, is not uniform, there might be
an confounding variable that is affecting the results. In this case, I argue that
the variable in sHRI is the expectations of social robots. Therefore, in Paper II,
UX methods were introduced as a way to study how expectations may change
over time. Lastly, even though UX is useful for studying expectations, UX usually
focuses on technical artifacts that typically do not appear to be and act human-like;
rather, UX is typically focused on users’ experience with inanimate technological
objects, although the intersection between sHRI and UX is growing. Thus, I
identified the need to complement the UX approach to studying expectations with
a theoretical grounding in social psychology.

Paper III builds on the ideas presented in Paper II by suggesting that the ex-
pectancy process by Olson et al. (1996) can be used to create a framework for
studying expectations in sHRI. In this paper, the Social Robot Expectation Gap
Evaluation Frameworkwas developed. The framework takes inspiration from so-
cial psychology while deploying UX methodology in order to create an interaction
where expectations will ideally align with the robot’s capability. The framework
is presented in table 5.1. There are slight modifications of the wording of the UX
goals that has been updated for this thesis.

The proposal is that users’ expectations of social robots can be assessed by con-
sidering three consequences of expectations, namely; affect, cognitive processing,
and behavior & performance. Positive affect, low cognitive load, and smooth
interactions are all indications that the robot meets a user’s expectations. Con-
versely, negative affect, high cognitive load, and problems during interaction with
social robots should be seen as indications of disconfirmed user expectations, not
necessarily indications of poor interaction design or individual preferences.

The framework is intended to be modular, where certain metrics can be removed
and new ones can be added, while still focusing on the three factors of expecta-
tions. Therefore, the metrics presented in table 5.1 should be viewed as a starting
point, and researchers are encouraged to tailor their ownmetrics after the specific
context, robot, and interaction that is used.

In Paper IV, the framework was applied in an empirical setting as an initial step
towards validating the framework. The results from using the framework aligned
with the expectancy process by Olson et al. (1996) including how the three conse-
quences of expectations, i.e., affect, cognitive processing, and behavior & perfor-
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Table 5.1: The three factors of expectations and the proposedmetrics to study each
when interacting with a social robot.

mance) change over time. It became evident that, in terms of studying expecta-
tions, HHI models of interaction are transferable to sHRI research. I also iden-
tified the importance of conducting expectation research in-person because this
appears to have a strong effect on expectations in a social human-robot interaction.

5.1.2 METHODOLOGICAL PRACTICES IN sHRI

While developing the Social Robot Expectation Gap Evaluation Framework, ques-
tions regarding the methodological practices in the sHRI field emerged. I believe
this is important because the field is growing and various methods are still being
developed at a fast pace, which causes the risk that certain practices become the
norm without careful consideration (Lindblom and Andreasson, 2016; Dauten-
hahn, 2018; Jost et al., 2020). These concerns are highly relevant for the study of
expectations in sHRI, but applies also more broadly to all sHRI research involving
human participants.

In Paper I, ethical reporting practices in the field were investigated and analyzed.
One of the issues raised in this thesis is whether or not building unrealistic expec-
tations of social robots by designing them as human-like is a kind of deception.
Whatever the stance any sHRI researcher may take, at the minimum, ethical
dimensions need to be considered and reported on for transparency. I found
through a literature study on ethical reporting that these ethical dimensions are
drastically under-reported.

InPaperV, howNARS (Nomura et al., 2004) is used in sHRIwas investigated. This
paper was realized after the initial investigation of the potential of using NARS in
the framework. Inconsistencies in how researchers within the field used the scale
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were noticed, whichmade it hard to interpret and compare results between studies
that used NARS. A literature reviewwas conducted in order tomore systematically
gain a richer understanding of how NARS is being used in sHRI research. The
results confirm our initial concerns, revealing highly inconsistent usage of NARS.

As mentioned in the background, the HRI field is a growing interdisciplinary
research field with several different perspectives regarding the fields frameworks,
terminologies, theories, models, methods, and tools (Baxter et al., 2016; Lagerst-
edt and Thill, 2023). Careful consideration needs to be put into the development
of the methods in HRI research. The findings from this thesis highlights some of
these issues, with the aim to stimulate a conversation on how to move forward as
a field. One of the main takeaways is the call for the consistency in method use
in the field. Specifically, future HRI researchers should follow ethical standards
and report on these ethical aspects when investigating and presenting phenomena.
Moreover, when HRI researchers use questionnaires like NARS, it should be used
as originally intended. Anymodification to questionnaires needs its own validation
in order to ensure that the thing that ismeasured is actuallymeasured. Beingmore
consistent in use and reporting of questionnaires allows for meta-analysis, which
makes it possible to examine more general phenomena. Ultimately, these results
contribute to the continued development of the HRI field, specifically sHRI.

5.2 RQ2: WHAT IS THE ROLE AND RELEVANCE
OF USERS’ EXPECTATIONS IN sHRI?

Knowledge and insights into this research question is based on the empirical work
implementing the proposed framework (RQ1), presented in Paper IV, Paper VI,
and Paper VII.

With the developed framework as a basis, a systematic analysis of expectations
in sHRI was conducted in an experimental setting. This experiment resulted in
three publications. Paper IV revealed, through qualitative analysis and aUX focus,
that participants (N=10) had very different experiences with the robot and that
they interpreted the robot both as a machine and as a social agent. This caused
confusion andnegative user experience for participants in relation to the developed
three UX factors of expectations; namely, affect, cognitive processing, and behav-
ior & performance, which were derived from the consequences of expectations by
Olsen et al. (1996). These results were extracted mainly from post-test interviews
and observations during the interactions. There were overall improvements in the
interaction quality between the first and second interaction in relation to cognitive
processing and behavior & performance. For affect, the dominant experience was
negative and stayed negative. The improvements in the interactions demonstrate
how these users, to some degree, revised their expectations over time in order
to align their expectations with the actual outcome of the interaction in order to
improve the interaction quality. The improved interaction quality can also be tied
to hypothesis testing, in line with the expectancy process by Olson et al. (1996),
which is when users alter their behavior to test a hypothesis in order to verify
their expectations. Four UX problems were identified in this analysis – (1) the
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robot not being able to understand the user, by either not picking up on the users’
speech or by mishearing the user and responding in strange ways, (2) the robot
being interpreted as too simple and superficial in its dialogue despite the dialogue
system being state-of-the-art, (3) users experiencing mixed emotions due to the
anthropomorphic features, and (4) the robot failing to perform certain actions and
commands when asked by the users.

In Paper VI, a quantitative analysis of the results from this empirical study (N=31)
was presented, showing that previous experience was a substantial indicator of
how their expectations changed over time in the interaction with the robot. Par-
ticipants’ responses were, to a large degree, decided before their first interaction
with the robot. As a result, participants did not move towards group agreement
and had a tendency to stick with their initial expectations. NARS, RAS, Closeness,
and a question on perceived capability were used for the analysis. The analysis
focused on the affect factor of expectations. Results showed that the variance
of the responses did not decrease over the two interactions, which implies that
users’ expectations of robots were robust and did not revise when meeting and
interacting twice with the robot in this study. There were changes in affect; how-
ever, as a group, the participants did not change their affect in the same direction.
That is, affect changed both in positive and negative directions. Moreover, there
was a statistically significant result for previous experience, which implies that
participants’ sources for their expectations seems to be a strong indicator for
their expectations. These results would be in line with the expectancy process by
Olson et al. (1996) which stresses how direct experience forms more certain and
more accessible expectations. These results further strengthen the finding that
participants’ expectations were both robust and retained in the two interactions.
Lastly, results revealed that some of the measures changed over time, while others
did not. A possible explanation for these mixed results is that certain aspects
of expectations stabilize at different times during an interaction, which would
align with the results from Paper IV where larger revisions of user expectations
were observed. The difference between these results observed in Paper IV and
Paper VI indicates that affect is a relatively stable component of expectations,
whereas cognitive processing and behavior are more frequently revised as a result
of experience.

The results from Paper VI highlights the impact of previous experiences and how
they can affect sHRI studies. Results found in sHRI studies might therefore not
only reflect participants’ affect, attitudes, opinions, and other subjective measures
towards the robot at hand, but to a large degree also robots in general, predom-
inantly based on an individual’s sources of expectations. Considering that one
single interaction for a shorter duration is common in the sHRI field, it is possible
that much of the findings in this field have a strong confounding variable of users’
expectations present in the obtained results.

In Paper VII, a reflexive thematic analysis was conducted to elaborate further on
the qualitative dimensions of expectations. Findings from this analysis showed
that user expectations are complex and often challenging to articulate explicitly.
The results revealed how users adapt their approaches based on their interactions
with the robot, highlighting positive user experience isn’t exclusively governed
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by interaction quality. It demonstrated a spectrum of confirmed expectations,
emphasizing the significant role of past experiences and sources in shaping users’
varied expectations of social robots.

The overall findings for this RQ are thus that expectations have a major role in
sHRI. Due to the robot’s anthropomorphic features, people can experience mixed
expectations; people appear to expect social robots to be like humans while still
viewing them as machines. There are revisions of expectations in relation to the
expectation factors of cognitive processing and behavior & performance, but less
for affect. People will also adapt their approaches based on their interactions
with the robot, demonstrating how positive user experience isn’t solely based on
interaction quality. Furthermore, expectations can vary vastly based on their
sources, direct versus indirect experiences, which means that participants will
experience both high and low expectations due to what they have experienced
previously. Individuals with previous first-hand experiences had significantly
different expectations than those who did not have any first-hand experience.
Participants with previous experiences of social robots seem to be more positive
towards robots, whereas those who rely on other sources,e.g., social robots in
media appear to be less certain and negative in their expectations towards robots.
The implication of these results is that expectations are a strong confounding
variable in sHRI research where participants may be primed by their previous, or
lack of previous, experience with robots.
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CHAPTER 6

DISCUSSION

This thesis started with an interest in understanding how people interpret social
robots, which later formalized into an interest in peoples’ expectations of social
robots in human-robot interactions. Two research questions were constructed
to approach the overall aim of investigating the role expectations play when in-
teracting socially with social robots. The first research question (RQ1) asked
how user expectations can be studied in sHRI, and the second research ques-
tion (RQ2) asked what role and relevance users’ expectations have in sHRI. The
main contributions of this thesis, and the answers to the two research questions,
are the theoretical development of the Social Robot Expectation Gap Evaluation
Framework to study users’ expectations of social robots and the empirical findings
demonstrating how expectations play amajor role in sHRI, including howprevious
experiences indicate what people expect of social robots.

In this chapter, I discuss these findings and their implications. I will also offer a
set of guidelines for sHRI researchers.

6.1 IMPLICATIONS OF FINDINGS

There are several implications for the work presented in this thesis. First, under-
standing expectations of social robots has major implications for the sHRI field as
it deepens the knowledge of how to study and use social robots within the field.
Second, there is a societal implication as social robots are employed in several
societal settings, and expectations affect how successful human-robot interactions
may be. Lastly, there are practical implications for both designers of social robots
because expectations can guide the development and design of social robots, and
sHRI researchers because expectations can be managed by how we communicate
about and present social robots.

At face value, it is quite obvious that social robots create different expectations than
other technology. If we compare the expectations of social robots to phones, people
know what to expect from a phone because we have plenty of direct experiences
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with phones compared to social robots. Phones do not have artificial eyes or
artificial body parts which might make the users believe that it is human-like.
This is not to say that there are no social components to phones – there certainly
are. We may talk to our phones at times, but we also know to what extent we can
do so. Most likely, a person would not be afraid of a phone physically attacking
them like theymight with social robots (something one participant reported in our
UX study, presented in Paper IV). People have, over time, gained enough direct
experiences with phones to be able to know what is possible to do and what is
not. Social robots, however, are not yet as common in our everyday life, with most
people only having indirect experiences and inferences as theirmain source of their
expectations (Olson, Roese, and Zanna, 1996; Oliveira and Yadollahi, 2023). From
a user experience perspective, the way people experience and interact with social
robots compared to other technologies is therefore vastly different.

What makes social robots particularly stand out from other technology, is the
duality of viewing social robots as human-like and inanimate machines at the
same time (this has been stressed previously, e.g., Alač, 2016 and Clark, 2023).
Users’ expectations of social robots are therefore quite complex and need to be
further investigated and analyzed to be better understood in sHRI. This duality, of
viewing social robots as human-like and machines, can even be found in our own
research design. We use models of expectations from social psychology to study
interaction design with machines. Viewing social robots as human-like and as
machines lead to confusion, hesitation, bad user experience, and could ultimately
cause the individual to stop using the robot. The outcome of not using the robot
would be particularly detrimental in, for example, a care setting where a robot’s
task is to remind a patient of taking medication at certain intervals. Therefore, it
becomes evident that theUXperspective is crucial in order to balance the duality of
users’ expectations. The expectations generated are highly individual and context-
specific, for example, the type of robot, the environment, and the user’s personal
experience with robots.

Ultimately, because expectations are context-specific, the findings in this thesis
highlight the importance of how and what HRI researchers communicate to the
public because this information affects users’ expectations. If we, for example, use
anthropomorphic language when we talk about social robots we may build high
expectations that cannot live up to the robot’s actual capabilities, and disconfirmed
expectations are then induced. This communication issue is not only directed
to participants who partake in sHRI experiments but also of great relevance to
the general public when we communicate our research or introduce our robots in
media because the indirect sources of expectations also affect forthcoming human-
robot interactions (Olson, Roese, and Zanna, 1996). From an ethical perspective,
creating too high expectations of social robots by exaggerating robots’ capabilities
could be viewed as deception and feed the general fear of robots and AI depicted
in the media (Cugurullo and Acheampong, 2023), which relates to the ongoing
discussion on transparency in the HRI community (e.g., Felzmann et al., 2019;
Wang et al., 2021; Winkle et al., 2021; van Straten, Peter, and Kühne, 2023;
Zhong et al., 2023). Understanding user expectations allows for more efficient
transparency in HRI as it can mitigate deception and create more ethical and

68



CHAPTER 6 DISCUSSION

trustworthy interactions.

It is also important to highlight the designers’ role when creating social robots.
First of all, the designer needs to be aware of their own expectations whichmay not
alignwith the intended users. The designermay think their robotmeets the criteria
of social interactions, but really it is merely technically impressive. If the designer
does not understand their own expectations, it is hard to design a robot that will
be employed successfully in another social context. The UX field has therefore
developed procedures for grasping the intended users’ preferences and needs in a
certain context, identifying and formulating UX goals for the tasks to be achieved,
and applying an iterative design and evaluation cycle (ISO: 9241-210:2010, 2.15;
Hartson and Pyla, 2018). We could see this first-hand in our own empirical study.
We used the OpenAI GPT-3 language model in our study right before the media’s
hype around this product occurred. We had, therefore, the opportunity to actually
use state-of-the-art technology on users who did not know about it yet. Despite
this, many of the participants were not impressed, which demonstrated our own
bias of what we would expect in the interactions between the humans and the
robot. Moreover, although users’ had the possibility of achieving very complex
interactions, many ended up with simple interactions and thus confirmed their
own low expectations. The designers of social robots are faced with the difficult,
but necessary task, of managing both their own expectations and their intended
users’ expectations.

Moreover, from an ethical point of view, design choices of social robots may
uphold moral and social norms (Carlucci et al., 2015; Malle et al., 2015; Malle
and Scheutz, 2019; Sparrow, 2020). There are legal and ethical considerations
for norms because ”they are obeyed and enforced by communities” (Malle, Bello,
and Scheutz, 2019, p. 21). There are instances where a person is unable, or
unwilling, to conform to norms that exist in the community. For example, certain
members of the community may violate age norms (children and older people),
autonomy norms (physically disabled people), and independence norms (care
recipients). It is therefore important to consider the user’s individual preferences
and emotional and psychological needs when designing robots. Reflective design
is one approach to combat held expectations that contribute to harmful norms
(Dewey, 1933; Sengers et al., 2005; Bulman and Schutz, 2013; Nyhlén and Gid-
lund, 2019; Fronemann, Pollmann, and Loh, 2021). Reflective design is a norm-
critical approach where the designers are constantly reflecting over the design
process in order to avoid assumptions and models that are relied on. The goal of
reflective design is to make such implicit assumptions (including norms) explicit.

With the social robot expectation gap as a foundational concept for understanding
expectations in sHRI (figure 2.6), a key requirement for successful human-robot
interactions is the alignment of user expectations with the actual capabilities of the
social robot. As sHRI researchers, our goal is to bridge this expectation gap, and
this involves addressing two essential aspects of user expectations.

Firstly, it’s crucial to comprehend users’ unique expectations, preferences, and
emotional and psychological needs. These individual and context-specific ex-
pectations play a significant role in how users perceive and interact with social
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robots. Secondly, once these expectations are understood, they should be explicitly
identified and properly managed during the iterative development of the robot.
Effective communication and design recommendations are vital for ensuring that
user expectations are met and even exceeded.

However, the individual and context-specific nature of user expectations poses a
challenge to the tools commonly used in sHRI research, such as questionnaires.
Many questionnaires are designed with a specific platform in mind and may not
capture the nuances of expectations that vary from one user to another and evolve
over time. This thesis highlights the need to study the change and variability in
individuals over time, which is often overlooked in current sHRI research. Our
proposed framework offers a systematic approach to address this variability by
assuming that people and robots differ, not only from study to study, but also from
one point in time to another. By recognizing and addressing these dynamics, we
can enhance our understanding of user expectations and ultimately improve the
quality of human-robot interactions.

From a larger perspective, expectations and how they evolve can provide valuable
insights about society at large. The societal landscape is continuously reshaped by
technological advancements including the advancement of social robots. When a
society begins to view social robots as integral components of everyday existence, it
signifies a shift in expectations that reflects the ongoing societal maturity (Floridi,
2016). With each technological advancement and every interaction with social
robots, users’ expectations are redefined. Therefore, by studying expectations of
social robots we can gain insight into the maturity of a society (Floridi, 2016).
Moreover, as societies mature, our expectations of social robots will be to a larger
degree met. When users’ expectations of social robots are met, we can increase
trust, acceptance, and positive user experience, which leads to successful integra-
tion of social robots into society.

We can only speculate about the future of social robots in society; however, it seems
like the future may bring unforeseen transformations in line with our evolving
expectations, where digital technologies like social robots become a norm. As
articulated by Floridi (2016, p. 4):

Information societies arematuring all over the world. More will appear in the future.
In terms of expectations, similarities therefore will increase. To paraphrase Tolstoy,
all mature information societies are alike in terms of people’s expectations; each
immature society is immature in its own way. So the next stage in the development
of information societies, be this in ten or a hundred years, will not be a further
maturation of their inhabitants’ expectations about their digital affordances, it will
be an unprecedented and unforeseen transformation altogether, for which the digital
will have become an implicitly expected backdrop.
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6.2 GUIDELINES FOR UNDERSTANDING AND
REDUCING THE SOCIAL ROBOT EXPECTA-
TION GAP IN sHRI

In the context of the findings identified in this thesis, I present a set of of guidelines
that can be used to understand and reduce the social robot expectation gap. These
guidelines relate to four key areas: being clear about the role of expectations,
tracking expectations over time, the impact of expectations on designers and re-
searchers, and transparency. While they are primarily formulated to support
sHRI researchers, they can also be beneficial for various professionals, including
designers, developers, and others involved in the research, development, and
usage of social robots. The first three guidelines focus on research practices, and
the last one focuses on the relationship between sHRI researchers and society.

6.2.1 GUIDELINE 1: UNDERSTAND AND CONTROL
EXPECTATIONS AS VARIABLES IN STUDIES

To effectively handle user expectations in sHRI studies, it is essential to consider
and control variables related to expectations. As presented in this thesis, user
expectations are a factor that influences user responses and should be considered
when interpreting sHRI results. There are three strategies that can be taken when
considering expectations in sHRI.

Treating expectations as an independent variable

Account for users’ expectations of social robots by measuring aspects of expec-
tations. One way to do this is considering expectations as a demographic, dis-
tinguishing between participants with direct experiences and those with indirect
experiences. It’s also crucial to explore the nature of these experiences, including
what kind of indirect and direct experience users have and how extensive these
are. For example, the influence of media in indirect experiences. By doing so, user
expectations can be incorporated into the context when analyzing and interpreting
data.

Treating expectations as a dependent variable

Focusing on user expectations as the research topic deepens our understanding of
expectations in sHRI. The Social Robot Expectation Gap Evaluation Framework
can be used in this endeavor. The framework facilitates systematic research and
evaluation of user expectations over time, helping identify gaps and patterns in
these expectations.

Treating expectations as a confounding variable

User expectations are an inherent part of any research involving social robots.
Therefore, at the very least, expectations should be considered as a confound-
ing variable. This involves understanding how expectations can be influenced
by factors such as the environment and the robot itself (design and behavior).
There are strategies to account for expectations as a confounding variable. For
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example, restriction is when participants with similar expectations are chosen for
the study, and for between subject design studies,matching is when participants’
expectations are matched with their counterparts in the other group.

6.2.2 GUIDELINE 2: TRACK EXPECTATIONS TEMPORALLY

Recognize that user expectations are not static but are constantly evolving, both
outside and inside the lab. Essentially, this means that the group identity of the
participants can change. A larger hypothesis presented in this thesis is that users
interacting with a social robot will move toward a consensus. To study these
dynamics, it’s essential to view expectations as a variable that can change over time,
influenced by various factors.

When considering expectations as a dependent variable, users’ expectations of the
robot’s capabilities can shift and develop over the course of an interaction. This
perspective allows researchers to assess whether these expectations are moving
closer to being met or not. Factors such as the duration of the interaction, the
design andbehavior of the robot, and the specific context of the interaction all come
into play when examining how and why expectations evolve. By systematically
tracking these temporal changes in users’ expectations, researchers gain valuable
insights into the dynamic nature of sHRI and can adapt their approach to design
for positive user experience.

6.2.3 GUIDELINE 3: FOSTER CRITICAL SELF-REFLECTION

Encourage critical self-reflection among researchers to recognize how their own
expectations can influence the research process. sHRI researchers often have a
predisposition toward technology and robots, which in itself can create specific ex-
pectations andmight lead to unintentional biases. These expectations may impact
what is considered obvious or not, and what aspects of the research process and
designwill andwill not affect participants. To address this, it’s crucial to introspect
and consider how personal perspectives shape one’s view. This is closely tied to
expectations, because our inherent biases can influence the research process.

It’s important to reinforce a social-cultural perspective within the research process
itself, recognizing that there is no one-size-fits-all approach. This practice is
valuable to both qualitative and quantitative research, especially when examining
subjective measures. The willingness to revisit and challenge these preconceived
ideas is fundamental to both producing well-rounded and unbiased research in the
field of sHRI and to accurately study user expectations.

6.2.4 GUIDELINE 4: PRIORITIZE TRANSPARENCY IN
DISSEMINATION

Be transparent when communicating the capabilities and limitations of social
robots to users, recognizing the profound impact of communication on shaping
user expectations. As a sHRI researcher, we communicate about social robots
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in a diverse set of communications channels, ranging from scientific, technical,
popular, to commercial domains. By fostering a transparent dissemination, users
can receive consistent and reliable information about what to expect from social
robots in certain situations. When communication is clear, detailed, and candid,
users are better equipped to form accurate expectations about what the robot can
and cannot do.

In this context, the pre-interaction phase is crucial, but it should not be limited
to this alone. The practice of transparent communication should extend to post-
interaction debriefing sessions, reinforcing the alignment of user expectations
with actual robot capabilities. Sometimes, omitting information may be necessary
for a research study, for example when the WoZ technique is used. Including a
debriefing session afterwards is crucial in order to be transparent and to avoid
deceptive practices that may affects users’ expectations.

It is also important to tailor the communication for the specific user audience,
adapting language and messaging to align with the user’s level of technical un-
derstanding and familiarity with social robots. Ultimately, by prioritizing trans-
parency, you create a foundation for users to develop realistic expectations, foster-
ing a more positive user experience with social robots.

6.3 LIMITATIONS AND FUTURE WORK

Due to the Covid-19 pandemic, we were only able to conduct one empirical study
using our framework. This means that the main answer to RQ2 is based on
one study. More empirical studies would have both strengthened the findings
of this RQ and further validated the framework. However, due to the time lost
during the pandemic, we were able to construct a rigorous experiment where
people interacted first-hand with a robot and where we could extract a substantial
amount of data that could be analyzed with different methods. The pandemic also
allowed for substantial theoretical work to be put toward the development of the
framework.

In terms of the framework, there are many directions future work could go. First
of all, although Paper IV is a start for the validation of the framework, more work
needs to be put into this endeavor. In Paper IV, I analyzed only some of the
metrics that were formulated for the framework and used for the empirical study.
Therefore, future work will include analyzing all of the metrics proposed in Paper
III with the specific purpose of validating the framework’s use. There are also some
future direction in terms of developing the framework further. For example, in
Paper IV, we identified that there was overlap between the expectation factors.
For example, RAS is a metric proposed for the affect expectation factor; however,
RAS subscale 1 relates to behavioral characteristics, which makes it apt for the be-
havioral & performance factor as well. Therefore, further development in terms of
the factors of expectations could be of interest. Indeed, affect, cognitive processing,
and behavior & performancemight not be as easy to separate as suggested byOlson
et al. (1996). With this inmind, there aremore aspects of expectations, that are not
the factors of expectations, that could be added to the framework. For example, as
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mentioned in the Background, there are four properties of expectations according
to the expectancy process (Olson, Roese, andZanna, 1996): certainty, accessibility,
explicitness, and importance. We have seen connections between these properties
and our results; for example, it seems like participants are more certain of their
expectations when they have had previous experience with social robots (Paper
VI). Future work could look into these properties further, including incorporating
these more overtly to an updated framework. Moreover, the subjective measures
in the framework do not further investigate the differences between expectations
for robots in general and expectations of the particular robot under consideration.
The subjective measures are designed to gauge expectations in a broader context,
encompassing robots as a whole. It is worth noting that both NARS and RAS are
commonly used as subjective measures after interacting with specific robots. In
line with this, the framework’s primary aim is to observe the evolution of these
general expectations through interactions with specific robots. Future work could
explore how the expectations of robots in general may differ from the expectations
of the robot in the current study, making such differences distinct.

In terms of limitations in the empirical study, there a few drawbacks I would like to
mention. Firstly, we only had one robot in the study. We can therefore not say that
we can generalize these results to other social robots, however, this is also one of
the main points of this thesis. In fact, in line with the expectancy process by Olson
et al. (1996), it is likely that another robotwould yield different results because they
are not designed the same way and thus would create different expectations. For
example, some robotsmay trigger uncanny valley (Mori, 1970;MacDorman, 2006)
which may affect the results, such as higher scores on NARS and RAS. However,
the major findings related to previous experiences would probably be similar to
our findings because the participants had made up their minds before meeting
the robot and kept those expectations even after interacting with the robot in the
experiment.

Second, there are limitations that are inherent to most study designs. In general,
people participating in studies are never truly ”neutral” (Orne, 2009). Participants
come into a study with their own understanding of a situation. This is something
I have previously stressed as an important factor of human-robot interaction;
in fact, it is a major point for why studying expectations is important. Despite
the awareness of expectations, there are aspects of this non-neutral disposition
from participants that affected the study. One such limitation is demand char-
acteristics, where participants are aware of how their responses come off and
alter their behavior accordingly. Although I refrained frommentioning before the
interactions that we were studying expectations, I did inform the participants that
I was investigating how people interact with robots in the home. It is therefore
possible that the participants altered their behavior after what they thought was
an appropriate way to act. Participants may have done this in order to produce
”good data” that would be in line with what they would imagine a good participant
would do (Orne, 2009). This altered behavior may have affected the interactions,
the questionnaire responses, and the post-test interviews. It is hard to address this
limitation in the study design; however, as alreadymentioned, we did not explicitly
tell the participants that we were studying expectations beforehand (however,
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participants were debriefed afterwards that we were investigating expectations).
In addition, gathering both quantitative and qualitative measures allowed us to
compare how people acted in the interactions, what people responded on the
questionnaires, and what they actually said about the interaction afterwards. This
way, we could screen for demand characteristics, and I did in fact see that what
people said and what people did can differ, which is addressed in Paper IV. I also
highlight the potential issues of the questionnaires we use in the field, addressed
in Paper V and Paper VI.

Lastly, because we found that previous experiences were a strong indicator of
people’s expectations of the robot, I would have liked to include more in-depth
questions about what sort of previous experiences the participants had before the
study. Asking for details regarding the specific kind of previous experiences could
have given key insights into if the differences in the kind of previous experiences
would also cause differences in the expectations. Future work, therefore, includes
investigating the different types of previous experiences, if any, and how they affect
the interaction.

We still need to analyze certain parts of the collected data. First, the analysis we
have done on the data has beenwithout a linguistic perspective and there aremany
avenues in this direction that could be interesting. For example, Iwould like to look
further into the kinds of questions asked by the participants to the robot. Based
on what I saw as the test leader, it seems like participants with higher expectations
asked more complex questions (e.g., if the robot was aware of the James Webb
Telescope) whereas participants with lower expectations asked simpler questions
(e.g., the robot’s name and age). The findings from this kind of analysis could
inform further how we can manage expectations to create more reciprocal and
flowing interactions rather than one-sided interactions across participants.

Many participants expressed during the post-test interviews that they experienced
feelings of awkwardness towards the robot, for example when Pepper did not
respond to their questions. This is a strong indicator that they view the robot as a
social being, which could be explored more in the data analysis.

There is also data related to speech recognition that could be analyzed further. In
Paper XIII, we presented anecdotal results from the study where we saw indica-
tions that participants who deviated from the male voice and American accent had
a harder time being ”understood” and recognized by the robot. Some accents in
languages are typically considered to have ”no accent”, which is amythperpetuated
by in-group biases based on geographical location and social statuses such as class,
age, gender, and education (Chambers, 2009; Kinzler, Corriveau, and Harris,
2011). These biases can also show up in speech recognition systems used in robots
based on the type of model that is used to train speech recognition. There is
related work from HCI and HRI literature (e.g., Kennedy et al., 2017; Caliskan,
Bryson, andNarayanan, 2017; Irfan et al., 2020; Ngueajio andWashington, 2022).
However, there appears to be sparse reporting specifically on speech recognition.
The secondary findings from this study were too few and too different from one
another to perform any type of statistical analysis. I would therefore like to explore
this further by performing a qualitative analysis by either deductively looking at
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these cases through existing theories or categories, or inductively by investigating
the themes or patterns that would emerge from the data (Patton, 2014).

Another related avenue I would have liked to explore outside of the empirical
study is the ethical perspective of expectations, specifically the deception aspect of
building high expectations of social robots. There are several directions this could
take. Apart from building on the workshop contributions (Paper VIII, Paper XI,
Paper XII, and Paper XIII), an empirical investigation could be performed with a
focus on participants’ opinions towards being deceived in this manner, including
if they would view it as deception and, if so, how to mitigate it.

6.4 CONCLUDING REMARKS

In this thesis, I have theoretically and empirically characterized the role and rel-
evance of users’ expectations when interacting with social robots. The major
outcome of this work is the Social Robot Expectation Gap Evaluation Framework.
As social robots becomemore integrated in society, how people interact with them
also becomes increasingly important. The results found in this thesis can inform
social robot designers and sHRI researchers on how to manage expectations, both
in the design and in the presentation of social robots. Increased attention to
expectations can reduce the expectation gap, and by extension contribute to im-
proved user experience. The expectations can be managed, first, by identifying
what kind of expectations users have of a social robot, then designing the robot
accordingly and communicating appropriately to the user. As demonstrated in this
work, people expect social robots to be both inanimate machines and human-like
interaction partners. The duality of these expectations set social robots apart from
other artificial artifacts, and mitigating this confusion will create more successful
human-robot interactions. Moreover, the results demonstrate how the source
of the expectations have a direct effect on upcoming interactions, which stresses
the unique experiences users’ have, even in the same kind of interaction as other
users. Therefore, understanding the individual needs of the users, and not relying
on norms, is also of utmost importance in managing expectations. Social robots
are intended to be useful in many societal settings and reducing the social robot
expectation gap is a step in the right direction of this continued effort.
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Interaction Lab, University of Skövde, Högskolevägen 1, 541 28 Skövde, Sweden
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Abstract. The field of Human-Robot Interaction (HRI) is progressively maturing
into a distinct discipline with its own research practices and traditions. Aiming
to support this development, we analyzed how ethical conduct was reported and
discussed in HRI research involving human participants. A literature study of 73
papers from threemajor HRI publication outlets was performed. The analysis con-
sidered how often the following five principles of ethical conduct were reported:
ethical board approval, informed consent, data protection and privacy, deception,
and debriefing. These five principles were selected as they belong to all major and
relevant ethical guidelines for the HRI field. The results show that overall, ethical
conduct is rarely reported, with four out of five principles mentioned in less than
one third of all papers. The most frequently mentioned aspect was informed con-
sent, which was reported in 49% of the articles. In this work, we aim to stimulate
increased acknowledgment and discussion of ethical conduct reporting within the
HRI field.

Keywords: Human-Robot Interaction · Ethics · Methodology

1 Introduction

There is an ongoing dialogue on how to shape the future of HRI [1, 2]. Baxter et al.
[3] emphasize the importance of keeping the HRI field interdisciplinary while finding a
commonground to employ research. It should be emphasized that a truly interdisciplinary
perspective on HRI will require researchers to adopt a wider set of concepts, theories,
and methods in their own research, which implies the need to read a broader spectrum
of literature as well as correctly applying the methods therein [2]. Combining several
different disciplines and research areas, as is necessary in the case of research within
HRI, leaves the risk of misinterpretations of underlying epistemological, theoretical, and
methodological foundations that may not be explicitly articulated among the different
disciplines, and erroneously considered as common knowledge within a community.
Therefore, such endeavors ought to be discussed from a methodological perspective,
including its ethical practices.

The focus in this paper is ethical reporting when conducting HRI research with
human participants. While there are already well established protocols concerning the
ethical principles, consensus has still not been reached onwhen and how these guidelines
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should be applied within the HRI field. Proper ethical conduct ought to be considered in
any research field and is certainly not a controversial, nor new, claim. It is crucial in fields
where human participants are involved as the well-being and interests of the participants
must be considered. Controversial experiments such as the obedience experiment by
Milgram from 1963 [4] and the Stanford prison simulation by Haney et al. [5] created a
need to standardize how to protect participants [6]. Of course, these kinds of unethical
studies are not being executed in HRI research today; however, it might sometimes be
difficult to foresee how the participants will be impacted by an experiment, which makes
proper ethical conduct crucial for any research field.

There are numerous ethical best practice documents created by e.g. foundations,
associations, and lawmakers, to ensure empirical research is done ethically. In this work,
we have found three common ethical guidelines that apply to empirical HRI research:
Ethical Principles of Psychologists and Code of Conduct by the American Psycholog-
ical Association (APA) [7], Ethics in Social Science and Humanities by the European
Commission (EC) [8], and Declaration of Helsinki by the World Medical Association
(WMA) [9]. In short, APA’s set of ethical principles is relevant for any experimental psy-
chology research involving participants, and aims to ensure that the empirical research
being done is ethical and well-reasoned. These principles are standardized across the
field and are considered crucial when doing any psychology research. EC has several
documents for ethical conduct depending on the area of research. For this paper, we
have chosen to include their document on Ethics in Social Science and Humanities since
much of the empirical HRI research being done today usually falls in this category;
any research conducted within the European Union needs to adhere to these guidelines.
Lastly, WMA created the Declaration of Helsinki with ethical principles for any medi-
cal research involving participants. This document is used in many fields that deals with
human participants, including the HRI field.

Within these guidelines, we have identified five recurring ethical principles. First,
ethical board approval refers to a board or committee that is responsible for approving
certain empirical research before the study is executed. An appropriate board depends
on the regulations and laws that exist in the researchers’ residing country and where the
study is intended to take place. Usually, the researcher must provide information to the
ethical board about the intended study and how it is intended to be carried out. Second,
informed consent is a document provided to the participants covering the nature of
the study that they are asked to participate in. The participant should be informed of
key elements of their participation, including but not limited to: how long the study
takes, that they can end their participation at any point, any limits of confidentiality,
and how to get in touch with the researchers if any questions or concerns should arise.
Third, data protection and privacy refers to researchers’ responsibility to ensure that
the participants’ information and data are kept with integrity and treated as confidential.
For example, studies involving EU citizens, the participants’ data protection and privacy
needs to be compliant with the General Data Protection Regulation Union [10]. Fourth,
deception refers to when the participants are deceived in any way while participating
in the study. Deception is sometimes necessary to attain certain results that would not
be revealed otherwise [7]. For deception to be justified, the researchers must have ruled
out all other options that do not involve deception, agree that the empirical research is
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important enough to risk deceiving participants, and they must explicitly explain to the
participants afterwards what part of the study was deceptive. Fifth, debriefing refers to a
session after the study where participants are made aware of information that is deemed
appropriate to disclose. One purpose of debriefing is to correct any misconceptions
the participants may have regarding what they experienced during the study, including
revealing any forms of deception and why it was necessary.

With the aim of stimulating an increased discussion and reporting of ethical prin-
ciples, a literature study was conducted to gauge how ethical conduct is reported in
empirical HRI research. We based our ethical reporting investigation on the five afore-
mentioned ethical principles as these were developed as a way to protect participants
and are relevant for HRI research.

2 Method

To reach an overviewof howethics are reported in theHRIfield, especiallymore recently,
three major publication outlets from the HRI field were analyzed - the ACM/IEEE Inter-
national Conference on Human-Robot Interaction (HRI) [11], the IEEE International
Conference on Robot & Human Interactive Communication (RO-MAN) [12], and the
ACM Transactions on Human-Robot Interaction (THRI) [13]. The years analyzed were
2018 for the HRI conference, 2019 for the RO-MAN conference, and all articles/papers
published from 2018 and 2019 in the THRI journal. For both the HRI conference and
the THRI journal, all full-length papers were considered. HRI had 49 full length papers
total and THRI had 31 full length papers total (editorials excluded). For the RO-MAN
conference, however, a random selection of 40 papers was used to reduce the number to
a similar amount as the two other outlets. In total, 120 papers were considered.

The sample used here can be seen as a form of data triangulation. Data triangulation
is the usage of a variety of data sources in a study. Through the use of data triangulation,
one explores whether the inferences from the empirical data are valid, and estimates
consistency. Since the aim was to review how ethics are reported when participants are
involved, we applied an inclusion criterion defined as studies that comprised human par-
ticipants involved in an experimental setting. An experiment is defined as a study where
certain variables are manipulated which “investigates cause and effect relationships,
seeking to prove or disprove a causal link between a factor and an observed outcome”
[p. 127, 14]. The literature review was an iterative process; after the inclusion criterion
was applied, remaining papers were read in more detail and analyzed in terms of ethical
conduct, considering the five common principles of APA [7], EC [8] and WMA [9],
specifically: ethical board approval, informed consent, data and privacy, deception, and
debriefing.

The purpose was to detect any explicit mentions of these five principles in relation to
the reported experiments. If an aspect was mentioned, the paper was marked with a yes
for that principle, otherwise, it was marked with a no. These principles were reported in
numerous ways and to varying degrees. For example, we did not differentiate between a
consent form that was reported in close detail (e.g. how the consent was given, what was
included in it), and a consent form that was mentioned briefly (sometimes at other places
than in the method section). For the scope of our literature study, we decided to not judge
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the level of detail for each aspect in these papers, but only to note if therewas anymention
of them or not. Also, if the article discussed more than one experiment, we assigned a
yes if the principle as mentioned in relation to at least one of these experiments. Thus, a
no indicates that the principle was never mentioned for any experiment reported in the
paper.

Fig. 1. The amount of ethical principles reported in 73 experiments from three major publication
outlets in HRI.

Deception and debriefing were also chosen to be reported in the same matter: that is,
they were included if the authors explicitly mentioned them. The exception was Wizard
of Oz studies (WoZ), i.e. robots being remotely controlled by a human, where deception
is necessary; unless mentioned that the participants were aware of the staging. Any
publication that explicitly mentioned how the privacy of the participants was considered
was marked with yes. As the phrasing can vary when it comes to data and privacy, a
closer analysis was made in order to detect if this issue was mentioned. This was again
mentioned to varying degrees, but we focused broadly and included any mention of it.

3 Results

A total of 73 publications were analyzed in relation to ethical principles. We would like
to stress that these results cannot say whether the authors had considered these ethical
principles in their experiments or not, but rather if the authors explicitly mentioned them
in their publication. Below is a summary of the primary findings (Fig. 1).

Ethical board approval was explicitly mentioned in 23% of all the publications (7
in HRI, 4 in RO-MAN, and 6 in THRI). Thus a total of 17 out of the 73 publications
explicitly mentioned that they had an ethical board approval to conduct the study.

Informed consent was explicitly mentioned in 49% of all the publications (21 in
HRI, 6 in RO-MAN, and 9 in THRI). Thus, a total of 36 out of 73 publications explicitly
mentioned the use of informed consent in their study.
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Data protection and privacywas explicitly mentioned in 4% of all the publications.
Three publications in HRI mentioned this aspect; however, none of the analyzed papers
from RO-MAN and THRI discussed data protection and privacy. Thus, a total of 3 out
of 73 publications explicitly mentioned that they considered data protection and privacy
in their study.

Deception was explicitly mentioned as a method in 22% of all the publications (8 in
HRI, 4 in RO-MAN, and 4 in THRI). Thus, a total of 16 out of 73 publications explicitly
mentioned that deceptionwas used in their study. Out of these 16 publications, aWoZ-set
up was used as a method in 50% of those (8 out of 16 publications).

Debriefingwas explicitly mentioned in 19% of all publications (11 in HRI, 1 in RO-
MAN, and 2 in THRI). Thus, a total of 14 out of 73 publications explicitly mentioned
the use of debriefing in their study. As discussed in the background, debriefing is criti-
cal in studies involving deception and when considering the publications that involved
deception, 44% publications mentioned debriefing in relation to deception (7 out of 16
publications).

None of the five identified ethical principles were reported in 36% of the papers (26
out of the 73 publications). A follow up email was sent to corresponding authors of the
2018 HRI conference that had publications lacking information about both ethical board
and informed consent. Out of 16 contacted authors, 7 responded that they did get ethical
approval for their study and that all participants signed a consent form before participat-
ing in the study. One of these authors responded that the study was only conducted on
lab members and therefore did not deem it appropriate to include informed consent and
ethical board approval.

4 Discussion

The results from our literature study show that ethical conduct was rarely reported in the
three publication outlets chosen. THRI reports ethical board approval more frequently;
40% of the analyzed publications mentioned board approval, compared to HRI and
RO-MAN where about 20% of the analyzed publications mentioned this aspect. The
HRI conference requires that the corresponding author checks a box that the study has
been approved by relevant ethics committees if participants were involved. Due to this, it
could be argued that it is not necessary to explicitly write that the study has been ethically
approved and might be the reason for the low number reported in the reviewed papers.
Despite this, it would be of value to list this in the publications, making it more obvious
for the reader when, and how, ethical principles were considered. Readers that have not
submitted to this conference before would not know that an ethical board approval box
was checked before submission.

This argument does not, however, explain the low rate of reporting informed consent.
Informed consent is the most commonly reported aspect of ethical conduct that we
identified; however, it is still missing in half of all papers examined. HRI and THRI
report informed consent more frequently than RO-MAN in this regard, but all outlets
neglected to mention this aspect in at least 40% of the analyzed papers.

As indicated by the responses to the emails sent to corresponding authors of some
HRI publications, both board approval and informed consent are probably used more
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frequently than reported. Still, proper ethical conduct deserves to be properly emphasized
in the literature.

Surprisingly, only 4% of the papers from this literature study explicitly mentioned
data and privacy. By data and privacy, we mean where the author addresses how the
data are handled and how the privacy of the participants is kept. This issue is relevant
to HRI research since some personal data are usually gathered in experimental studies,
e.g., through video recordings. As other ethical principles, data and privacy policies are
likely used more frequently than explicitly reported in the papers. Nevertheless, it is an
important ethical concern that deserves more attention.

Deception and debriefing are well rounded and customary practices in fields like psy-
chology, and similar strategies can be seen in empirical HRI research. When presenting
robots in HRI studies, theymay appear to bemore intelligent than what they actually are,
oftentimes with intentional deception, e.g. WoZ [15]. In our literature study, there were
eight publications that used WoZ, which is a common method used in this field [15].
Other than WoZ, deception was explicitly mentioned in 14 publications. Interestingly,
there were 14 publications in total where debriefing was explicitly mentioned, but only 9
coming from the publications with deception. Our interpretation is that debriefing also is
used in studies not including deception to inform the participants on the nature, purpose,
and conclusions of the empirical study. This is a positive practice that could perhaps
be adopted more frequently. Moreover, we found some themes that could broach on
deception. For example, from the 2018 HRI conference two papers used a robot with
emulated emotions. Although these publications used a consent form, each robot’s capa-
bilities do not seem to be addressed explicitly. Another publication deceived participants
into thinking the robot was making errors in a card game when in fact the robot’s behav-
ior was programmed. It could be argued that studies like these should include debriefing
to make sure that participants do not leave the study with any misconceptions.

Based on the obtained findings in our literature study, debriefingmight not always be
considered before sending participants away after the data collection step is conducted.
Though it might not always be needed, it could be a very useful tool, not only to fulfill
ethical guidelines, but to gain a deeper understanding of participants involved in HRI
studies. In addition to this, it is also possible that by not being truthful to participants and
by not debriefing them, the view that researchers are not truthful could be more common
which could cause undesirable effects on future studies.

Although many publications neglected to report some, or all, of the five ethical
principles in their papers, there were several authors that pursued proper ethical conduct
in their work. These are, of course, worth noting and could perhaps be seen as best
practice when conducting empirical HRI research. For example, Oliveira et al. [16]
explicitly mentioned informed consent (“After signing an informed consent, participants
were asked to provide information regarding their sex and age”), data and privacy (“The
anonymity and confidentiality of the individual data was guaranteed”), and debriefing
(“At the end, participants were thanked for their collaboration, received amovie ticket for
participating in the study, andwere debriefed”). Rea andYoung [17] explicitlymentioned
ethical board approval (“Our university’s research ethics board approved both studies”),
informed consent (“Participants were first given a briefing of the experiment and signed
an informed consent form”), and deception with debriefing (“after all three conditions,
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the participants were debriefed about the deception in the obstacle course room with the
robot – it was, in fact, always the exact same robot”).

The publications presented in the above paragraph show some of the unique ethical
issues the field of HRI is facing, and to our knowledge there are not yet any established
guidelines on how this type of deception, involving (human-like) robots, should be
treated. As WoZ studies are more explicit deception, these studies touch on uncharted
territory and need to be addressed further in this field. Future studies could explore this
topic further.

One possible reason for excluding ethical conduct from the published articles may
be space limitation. As many technical conferences, both HRI and RO-MAN put a
hard page limit on published papers. Some conferences, including HRI, already exclude
references from this page limit. We suggest that acknowledgments of ethical conduct
could be treated in a similar way. If references to board approval, informed consent,
and other ethical conduct could be included outside the page limit, it might help shape
a practice where ethical conduct is a standard piece included in HRI publications to a
larger degree than today.

It is worth noting that underreporting of ethical principles is not a unique issue for
HRI. A literature study by Schroter et al. [18] found that ethical approval and consent
form is underreported in medical journals, with failure to mention these in 31% and
47% of the papers, respectively. The above authors emphasize the importance of being
transparent in publications.Wehope that our paper’s contribution can be one step towards
a similar discussion in the HRI field.

The issue of how to handle ethical issues, like deception, deserves a wider acknowl-
edgment and discussion within the HRI field. One concrete example could be the four
criteria put forward byMatthias [19] providing a framework for when and why mislead-
ing and deceiving robots are morally permissible. According to the author, deception
when using robots in healthcare is only morally acceptable when (1) it is in the patient’s
best interest, (2) it results in increased autonomy for the patient (e.g. being able to make
more choices and being able to control the robot), (3) it is transparent or suggestive that
deception is occurring and that the patient can chose to stop the deception, and (4) no
harm could come to the patient, directly or indirectly. The latter also means that if the
patient relies on a specific service from the robot (e.g. reminders to take medication) it
must also be informed of the actual capabilities and services of the robot to be informed
of what they can expect from it.

The underreporting of ethical principles in HRI research may have several ethical
implications at the societal level. On the one hand, uninformed participants’ expec-
tations of robots may result in misunderstandings of current robots’ capabilities and
functionality. On the other hand, HRI researchers often demonstrate their robots to the
public with pre-scripted lines and behaviors, where the robot interacts “naturally” with
a human, without explaining the robot’s functionality and how the interaction was set
up beforehand. Although this is outside the scope of this study, we want to raise the
question—what ethical responsibilities do researchers have towards not only partici-
pants, but to the public when presenting robots? We hope that this work contributes to
stimulate the conversation of proper ethical conduct in the interdisciplinary field of HRI,
both methodologically and ethically.



94 J. Rosén et al.

Acknowledgements. Special thanks to Oskar MacGregor for his valuable insight on proper eth-
ical conduct. We would also like to thank Erik Lagerstedt and Kajsa Nalin for their support and
help on parts of the analysis of the literature study.

References

1. Dautenhahn, K.: Socially intelligent robots: dimensions of human-robot interaction. Philos.
Trans. Roy. Soc. B Biol. Sci. 362(1480), 679–704 (2007)

2. Lindblom, J., Andreasson, R.: Current challenges for UX evaluation of human-robot inter-
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Abstract. It is acknowledged that humans expect social robots to interact in
a similar way as in human-human interaction. To create successful interactions
between humans and social robots, it is envisioned that the social robot should be
viewed as an interaction partner rather than an inanimate thing. This implies that
the robot should act autonomously, being able to ‘perceive’ and ‘anticipate’ the
human’s actions as well as its own actions ‘here and now’. Two crucial aspects that
affect the quality of social human-robot interaction is the social robot’s physical
embodiment and its performed behaviors. In any interaction, before, during or
after, there are certain expectations of what the social robot is capable of. The role
of expectations is a key research topic in the field of Human-Robot Interaction
(HRI); if a social robot does not meet the expectations during interaction, the
human (user) may shift from viewing the robot as an interaction partner to an
inanimate thing. The aim of this work is to unravel the role and relevance of
humans’ expectations of social robots and why it is important area of study in
HRI research. Moreover, I argue that the field of HRI can greatly benefit from
incorporating approaches and methods from the field of User Experience (UX) in
its efforts to gain a deeper understanding of human users’ expectations of social
robots andmaking sure that the matching of these expectations and reality is better
aligned.

Keywords: User experience · Human-robot interaction · Expectations

1 Introduction

The field of Human-Robot Interaction (HRI) has emerged, in part, to gain a deeper
understanding of how humans interact ‘naturally’ with social robots [1]. Social robots
are physical artifacts that are created for the purpose of behaving as an interaction partner
[2]. Social robots should be able to (1) interact with its user, (2) serve different functions,
and (3) possess social skills [5]. Its embodiment in the world, as well as its engagement
with the world, are key components when defining socially interactive robots [3]. Social
robots can therefore be created for the sole purpose of being companions, partners, and
assistants to humans, while being implemented in applications areas such as hospitals,
health care, education, and entertainment. Subsequently, there is a need to investigate
and analyze what kinds of expectations humans have of social robots and how these
expectations influence the interaction quality.

It is not an easy task to answer why some robots trigger social responses from
humans, but there has been great progress to deepen this understanding. For example,
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the study of anthropomorphism addresses how a robot with human physical features,
e.g., eyes and mouth, allows for expectations of behavior similar to a human being [2].
In fact, anthropomorphism is specifically used as a mechanism to evoke expectations of
social competence. Expectations, thus, play a crucial role in HRI as they set the tone
for the interaction quality. Humans tend to attribute mind, or agency, in other humans,
animals, and artifacts [4, 5]. It has been shown that robots do not need to have the same
level of intelligence as humans to be perceived as intelligent [2, 6]. The field of HRI
aims to understand and develop social robots that take advantage of this tendency. It
is therefore important to understand what the main goal of the robot is. If this is not
considered, skewed expectations might occur which can lead to seeing the robot as an
inanimate object.

While the general goal forHRI designers is to create robots that interactwith humans,
the toolbox and methodologies to reach this goal differ [1]. The User Experience (UX)
field aims to analyze, design, evaluate, and implement artifacts with the user’s experience
in mind [7]. From a UX perspective, a social robot is rather seen as a tool to achieve a
certain goal in a certain context of use. The goal, therefore, defines what the role of the
social robot should be andwhat kind of tasks it should carry out to achieve that goal based
on its end-users and the particular usage context. On the one hand, if the aim of a robot
is to serve as a companion for older adults with the goal for these users to experience
being less alone; the robot should, in the best of worlds, fulfill some identified social
needs and would be expected to exhibit social behaviors. On the other hand, if the aim
of a robot is to vacuum floors in a home with the goal for the users to experience less
stress over cleaning, it would not be expected to behave socially to the same extent as a
robot that is supposed to aid in feeling less alone.

In this work, I will discuss why humans’ expectations of social robots play a crucial
role in the user experience of social robots. Applying UX methodology [7] provides
a viable approach to systematically develop and evaluate/assess/study expectations in
order to create social robots with a positive UX. This is of importance as expectations of
social robots may function as a confounding variable that threatens the internal validity
of any HRI research.

2 Expectations

Expectations can be defined as believed probabilities of future events that sets the stage
for the human belief system, which guides our behavior, hopes, and intentions [8, 9].
Humans can vividly conjure images of possible outcomes, even if the situation has not
yet occurred, allowing regulation of behavior [9]. In real-time interactions with other
beings, expectations serve to orchestrate anticipations of possible actions. As expecta-
tions are predictions of the future, expectations are often aligned with wishful thinking,
and consequently can result in disappointment [8]. When an expectation turns out to be
correct, it is confirmed, whereas when an expectation turns out to be false, it is discon-
firmed. A constant pattern matching is unfolding between previous outcome, expected
outcome, and actual outcome; sometimes called fluency processing [8]. This process
of expectations analysis is mostly carried out implicitly and happens swiftly with low
cognitive effort. It is acknowledged that once expectations are set on a specific outcome,
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they are difficult to disrupt [9]. Therefore, it is important to understand how expectations
affect UX before, during, and after interaction with social robots. Expectations are stud-
ied in the field of UX as it is an important aspect of user experience [10]. If an interaction
with an artifact does not meet expectations, a user can experience negative UX which
affects the user’s emotions as well as the acceptance of the artifact [7].

2.1 Expectations of Social Robots

Social robots have not yet fully emerged in society and most people lack first-hand
experience and technical knowledge of these artifacts.Most humans rely on expectations
based on what they have seen in the media and it is therefore hard to foresee what kind
of expectations humans have of social robots [11]. An obvious source of exposure of
robots in media is science fiction. Movies like ‘ExMachina’ and shows like ‘Westworld’
portray robots as super humanswith a very high degree of artificial intelligence.Although
these examples are obviously not real, they still constitute a significant basis for people’s
exposure to social robots.

Perhaps more noteworthy is what kinds of expectations exist for real social robots.
For example, a study by Billing et al. [12], found that assistant nurses had unrealistic
expectations of what social robots will be able to perform in welfare, both now and
within 10 years. Moreover, part of the FP7 project DREAM carried out by my research
group, the effects of robot-enhanced therapy for children with autism spectrum disorders
was studied [13]. This study was made with a clinical protocol where written consent
was obtained from caregivers to the participating children. Still, both children and their
parents arrived with certain expectations, possibly very different from the experience
of interacting with a real robot. These expectations do affect the study itself, especially
in situations where we are interested in users’ attitudes towards robots. After reading
about the DREAM project in a newspaper, a parent to a disabled child, not involved in
the study, contacted us with the hope of being able to purchase such a robot for her child.
While the engagement of the public is of course very positive, the parent had in this
case clearly formed unrealistic expectations of the robot’s cognitive and social abilities,
assuming that such a robot is able to function as a social companion on an everyday
basis.

Designing robots with social cues, e.g., eyes, mouth, and nose, is in its nature decep-
tive as the robots are not able to utilize these features like humans while users will infer
that this is the case [11]. Deception is also a common tactic in HRI studies as it allows
for insight into human behavior. Wizard-of-Oz (WoZ) is a popular technique where the
robot is remotely controlled by a human, making it appear as if the robot is able to
behave in certain ways that is not possible today [14]. If participants are not made aware
of this deception, expectations of future interactions with robots might be affected by
these deceptive experiences.

Moreover, it is not uncommon to advertise social robots as companions with human
feelings, thoughts, and empathy, showing robots that do not exist yet. Artifacts are often
sold with unrealistic advertisements, like a car that transforms into a robot that dances;
however, although commercials for social robots and cars have many similarities from
a marketing point of view, I stress an important difference in that cars are commonly
known to the customers and the expectations are based on previous exposure to them.
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That is, it is apparent for customers’ what part of the car is real and what is not. The
same line of argument does not hold for social robots; they are not yet a part of our daily
lives and the expectations are not built on first-hand experience. Therefore, negative UX
can occur in HRI which may result in the robot not being used altogether [11].

3 Studying Expectations with UX Methodology

In recent years, there has been an increased interest in incorporating UXmethodology in
HRI research [15–17]. People have higher expectations on social robots than most other
artifacts studied in UX [15, 18]. Hassenzahl and Tractinsky [10] stress three main factors
that make up UX; (1) the internal states of the user (2) the designed systems character-
istics, such as its purpose, complexity, and usability; and (3) the context/environment
for the interaction. Being aware of these factors allows designing for a positive UX.
These main factors can be applied in HRI research; for example, user’s expectations
(internal state) of a social robot (designed system characteristic) in an assisted living
facility (context).

The UX design lifecycle, or UX wheel, is a model of core activities in UX [7]. The
wheel consists of four iterative steps:Analyze,Design, Prototype, andEvaluate. Themain
purpose of the UXwheel is to ensure that the goal of any artifact in its context is fulfilled.
The UX wheel provides support to systematically study how user expectations have an
impact on the experience of social robots – before, during, and after the interaction.
Below, each step of the UX wheel is presented along with an example of how it can
be applied in HRI, drawing inspiration from the example mentioned in the previous
paragraph.

3.1 Analyze: Understanding User Work and Needs

This step refers to when field data is elicited and analyzed through interviews and obser-
vations by studying users’work practices or daily habits [7]. The overall aim is to identify
and formulate the needs of the end-users and gain an understanding of the bigger picture.
This step is beneficial for HRI as it can help us understand the context in which the robot
will operate and what expectations users will have of the interaction. If, for example,
a robot is designed to be a companion at an assisted living facility, the users are the
older adults living in that home. First steps would include understanding what aspects of
companionship the robot should fulfill, including users’ expectations of the robot, and
the context it will operate in. If the goal is to have an effect on the user’s well-being,
we can start by studying what the user’s might need in their everyday life and what they
expect from the interaction. The user might feel lonely and forget to take medication.
Perhaps the robot should be able to interact with as many user as possible.

3.2 Design: Creating Design Concepts

This step refers to when the gathered information is realized in UX goals and conceptual
design concepts to actualize the user’s needs and expectations [7]. When designing for
emotional needs, the designer aims to make the design meaningful. If the analysis of
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the gathered data reveals that the users are feeling lonely, robot features could include
face-tracking, communication abilities, and having a fuzzy exterior. All of which could
possibly fulfill the need to feeling less lonely. From this, it could be deduced that the
userswould benefit from interactingwith a social robot (viewed as an interaction partner)
to fulfill these needs. Therefore, the social robot should be designed with this in mind. If
the social robot is expected to go between rooms to talk to several users, having wheels
could be beneficial in order to reach the different users. If it is revealed that the users
expect that the robot will be able to hug, features could be implemented in order to meet
these expectations. If, however, it is not feasible to implement such changes, changing
the design to lower expectations could be an option. Perhaps a robot with immobile
arms, showing clearly it cannot lift its arms for a hug, or designing the social robot as
a zoomorphic animal, thus lowering the expectation of communicative skills but still
being able to fulfill other social needs, such as having a soft fur to pet.

3.3 Prototype: Realizing Design Alternatives

This step refers towhen different kinds of prototypes are created from conceptual designs
in order to evaluate an artifact before committing to the final design [7]. This is beneficial
as changing the artifact after it’s created canbe costly and time consuming. Prototypes can
be useful in HRI as it can help manage expectations by investigating what features fulfill
the user needs. For example, if we want the social robot to appear talkative as a way to
invite interaction, different low-fi prototype options could be presented in order to assure
aligned expectations and reality. This could include comparing an anthropomorphic robot
and a zoomorphic robot to have the possibility to investigate which design option is the
most suitable for the identified needs and formulated UX goals. However, it can be hard
to create functional hi-fi prototypes as social robots are usually complex and need to be
completed before it can be properly used [19]. There are ways to go around this; for
example, a WoZ set-up allows for testing some aspects of the robot while it is still not
implemented.

If we go back to the social robot in an assisted living facility, we could study what
kind of expectations the user has before, during, and after the interaction by having
the user interact with a prototype. The users could expect that the social robot would
respond to being touched, and experienced disappointment when this did not occur.
More prototype testing could therefore include the robot, still being remotely controlled
by the designer, giving auditory feedback to being touched without having to actually
spend time programming this feature. If it has a positive outcome, implementing this
feature would be deemed worth the resources.

3.4 Evaluate: Verifying and Refining Designs

This step refers to when the work is evaluated with various methods to assess how
well the artifact fulfills its goal. The goal is to identify and improve UX problems
(e.g. design flaws). There are two major approaches to UX evaluation; formative and
summative evaluations [9]. Formative evaluation occurs during the development process
and a summative evaluation occurs on the final social robot. The purpose of formative
evaluation is to receive feedback on design ideas in the earlier steps in the UX wheel,
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e.g., via sketches of interaction flow or physical mock-ups of the envisioned robot.
Summative evaluation is used to measure the UX of a high-fidelity prototype or the final
artifact. It could also be used to gain an understanding of its usage in practice, i.e., in an
ecologically valid environment [16].

This step evaluates how well the social robot is fulfilling its goals and to what
extent user expectations are met. If there are still severe UX problems left and major
expectations are not met, the UX designer will perform another iteration in the UXwheel
and continue until UX goals and expectations are met. By a sequence of formative and
summative evaluations it can be determined what needs to be refined with the social
robot in the assisted living facility. For example, if the social robot does not meet the
expectations of being socially competent despite previous steps, the designer can go
back and refine the issue by updating certain features like designing the robot to ask
the user to repeat themselves when the question or command is not understood by the
robot. By summative evaluation, it is determined whether all the UX goals are fulfilled
and the social robot is meeting the expectations of being a companion and has improved
the well-being of the users living in the assisted living facility.

4 Conclusions

Expectations could be a severe confounding variable that ought to be considered in any
HRI research as exposure to social robots are rare and assumptions aremademostly from
media; ultimately threatening the internal validity [11]. If disconfirmed expectations of
social robots cause negative UX, there is a need to discuss how to prevent it.

Expectations can be combated by, for example, revealing the actual capabilities of
the social robot to people, e.g., showing the mechanical parts that make up the robot
in order to grasp its lifeless nature [11]. A study by Sun and Sundar [20] found that
participants had a more positive experience with robots when they assembled the robot
themselves, demonstrating that a good interaction can still occur even if they participants
knows what is ‘under the hood’.

What I argue for in this paper is to include UX methodology when designing and
evaluating social robots. Being able to assess expectations at an early stage, following
the UX design lifecycle, is crucial if we want to study and evaluate how users are
experiencing social robots. However, employing the UX design lifecycle is not always
feasible since some of the social robots that are being used in HRI today are often bought
from robotics companies and are rarely self-built in the lab. There is therefore very little
a HRI researcher can do in terms of designing them from scratch, as the UX design
lifecycle promotes. Bringing in UX after the fact has traditionally little use after the
design process [7].

Moreover, HRI research comprise also many technical topics of social robots, far
froma specificUXdesign. Still, I believe that incorporating someaspects fromUXdesign
could be useful in any stage of HRI, to help researchers gain a deeper understanding of
howwell a robot suits a particular context of use.Althoughmany robots are bought ready-
to use, it is still possible to design some robot behaviors, such as social behaviors that
are suitable for a specific context. For a social robot situated in an assisted living facility,
adding features like asking if the user has taken their medicine, or having conversations,
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can still be added to most social robots. Similar efforts have been made by Tonkin et al.
[17], proposing a UX methodology in robotic applications for commercially available
social robots.

In addition, as people seem to have solid views of robots and expectations are hard
to disrupt, it might be a challenge to adjust/change these expectations. It is therefore
of major importance to study whether and to what extent expectations can be changed
over time – before, during, and after interaction. According to Manzi et al. [3], expec-
tations of the mechanical properties of a robot are higher before an interaction with a
robot. Edwards et al. [20], showed that, not only do participants have expectations of
interactions, but that this can also change after exposure to robots. After the interaction,
participants demonstrated less uncertainty and greater social presence.

From an ethical point of view, though there are many kinds of social robots, there
are even more kinds of humans. Not all humans fit the’norm’ and some might benefit
from social robots because of it. This is especially important in health care as there
will be patients with specific needs that fall outside the norm. A UX designer has a
responsibility to make sure that the design of a social robot is ethically justified which
might sometimes go against other needs such as stakeholders [22].

Indeed, UX methodology can be beneficial to predict and prevent disconfirmed
expectations in robots; whether if it’s to view them as a thing or as an interaction partner.
In the field of HRI, it can be assumed that the underlying goal of an interaction is for the
human to expect to interact with an interaction partner. From the vast HRI literature, it
is evident that this is indeed possible. Nonetheless, each interaction is unique and some
social robots are able to trigger a higher level of expectations than others. According to
Alač [6], some components of social robots evoke life-like expectations, such as mirror-
ing head movements, whereas other components don’t, such as a touch screen designs
on the robot. Users can therefore expect and view a social robot as an interaction partner,
while handling the robot as a thing. As Alač eloquently put it, “The robot is a special
thing because of its agential characteristics” [6, p. 533]. There are many dimensions to
expectations and more research is needed in order to gain a deeper understanding of how
it affects HRI research. UX methodology, including the UX design lifecycle, could be a
useful tool to reach this goal.
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julia.rosen@his.se

2 Department of Information Technology, Uppsala University, Box 337,

751 05 Uppsala, Sweden

Abstract. Social robots are designed in manners that encourage users
to interact and communicate with them in socially appropriate ways,
which implies that these robots should copy many social human behav-
iors to succeed in social settings. However, this approach has implica-
tions for what humans subsequently expect from these robots. There
is a mismatch between expected capabilities and actual capabilities of
social robots. Expectations of social robots are thus of high relevance for
the field of Human-Robot Interaction (HRI). While there is recent inter-
est of expectations in the HRI field there is no widely adapted or well
formulated evaluation framework that offers a deeper understanding of
how these expectations affect the success of the interaction. With basis
in social psychology, user experience, and HRI, we have developed an
evaluation framework for studying users’ expectations of social robots.
We have identified three main factors of expectations for assessing HRI:
affect, cognitive processing, and behavior and performance. In our frame-
work, we propose several data collection techniques and specific metrics
for assessing these factors. The framework and its procedure enables
analysis of the collected data via triangulation to identify problems and
insights, which can grant us a richer understanding of the complex facets
of expectations, including if the expectations were confirmed or discon-
firmed in the interaction. Ultimately, by gaining a richer understanding
of how expectations affect HRI, we can narrow the social robot expec-
tation gap and create more successful interactions between humans and
social robots in society.

Keywords: Human-robot interaction · Social robots · Evaluation
framework · User experience · Expectations

1 Introduction

The ongoing increase of new interactive technologies in our daily lives results in
growing expectations of these technologies from their intended users [15]. One
such interactive technology is social robots, and their degree of participation in
everyday activities in society are becoming more sophisticated [2,5,20]. Social
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Kurosu (Ed.): HCII 2022, LNCS 13303, pp. 590–610, 2022.
https://doi.org/10.1007/978-3-031-05409-9_43
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robots have several characteristics that separate them from other kinds of more
traditional technologies; they occupy space, act rather autonomously, and users
have to respond to them “here and now.” In addition, they are designed in a
manner that encourage users to interact and communicate with them in socially
appropriate ways. Given that social robots involve the intersection of a digi-
tal artifact and of agency as found in living creatures, social robots are often
either positively experienced as fascinating and interesting or negatively experi-
enced as frightening and scary [1]. Hence, social robots tend to blur the distinc-
tion between a thing and an agent, which results in several challenges for users
regarding what to expect when interacting with social robots. To complicate the
issue further, the majority of humans have either no first-hand experience or
limited experience of interacting with social robots. Humans’ main exposure to
social robots are predominantly from movies and the media, which may result
in misleading and inaccurate expectations of social robots [1,6,11,31].

We argue, it is of utmost importance to gain a deeper understanding of the
roles expectations play when users are interacting with robots as well as the
impact of expectations on user experience (UX) before, during, and after the
interaction. Some recent but limited research has studied humans’ expectations
of social robots [6,11,21,23], but research conducted in the intersection of the
UX, social robotics, and human-robot interaction (HRI) fields seems to be lim-
ited. Although there is an interest on this topic, there is no widely adapted or
well formulated evaluation framework. Expectations are especially important to
understand when they are disconfirmed as this can guide and inform the future
design of social robots, which will ultimately lead to more successful interactions.
We propose to narrow these knowledge gaps within HRI with inspiration from
social psychology and UX. UX goes beyond usability and pragmatic factors to
include hedonic factors, in which emotional and experiential aspects are empha-
sized enabling evaluation of users’ expectations of social robots in a systematic
way [8,15]. In the present work, we provide an evaluation framework that con-
siders the role of expectations when interacting with social robots. We will both
describe key insights from the development of the evaluation framework and
the proposed version of the evaluation framework, including the procedure for
applying it when performing a minor empirical UX evaluation when interacting
first-hand with a social robot [8,20].

2 Background

2.1 Expectations of Social Robots: Related Work

The concept expectation is defined as believed probabilities of the future that
sets the stage for the human belief system which guides our behavior, hopes, and
intentions [29,30]. As expectations relate to predictions of the future, expecta-
tions are often aligned with wishful thinking, and can thus result in disappoint-
ment and negative affect [29,30]. Confirmed expectations occur when expecta-
tions and actual outcome is aligned; in contrast, disconfirmed expectations are
when expectations and actual outcome is not aligned. Our work is inspired by



592 J. Rosén et al.

the research done on expectancy in social psychology [29,30]; however, we will
use the concept expectation which we view as similar when used in this context
as expectations is another state of expectancy. Expectations play a crucial role
in social interactions. In real-time interactions with other beings, expectations
serve to orchestrate and predict possible actions. Expectations allow humans
to co-exist and handle the complexity of the social world, and provide a way
to decrease how complex the world is through stereotyping and norms. Stereo-
types are expectations of groups or individuals that are exaggerated, biased, and
overgeneralized [29]. Social robots are often stereotyped, commonly based on sci-
ence fiction and limited actual interaction with social robots [3,34]. Not only do
users who are intended to interact with social robots have expectations of social
robots, but also the designers who create these robots have expectations while
designing for these anticipated interactions.

Lohse [21] explicitly addressed the role of expectations in HRI, offering a
starting point when introducing some assumptions on user expectations which
needed to be studied and explored more systematically considering the influence
of expectations on HRI research. She claimed that users’ expectations can be
inferred from data collected in actual HRI situations and analysis of the col-
lected data can be advantageous by considering users’ expectations as well as
their views on the interaction situation. She pointed out that knowledge about
users’ expectations can support the design and development process of robots
because expectations seem to be dependent on the robot’s actual behavior, and
as a result could be formed to improve the quality of the HRI. She also suggested
that future work should not only consider research on users’ expectations, but
also to study robot’s expectations, looking at both sides of the HRI coin. Finally,
she questioned how expectations could be accurately measured. Since this pub-
lication, there has, to our knowledge, not been any attempts to develop a well
formulated evaluation framework for expectations.

There has also been recent but limited research considering expectations
of social robots. Manzi et al. [23] examined how the physical appearance and
behaviors performed by the social robots affected the quality of interaction with
humans. It was revealed that the participants’ expectations were influenced by
the interaction per se, and were surprisingly independent of the particular kind
of social robot. Edwards et al. [6] examined how initial expectations and impres-
sions may be modified and confirmed through short first-hand experience of com-
municating with a social robot based on HHI models of social interaction. Expec-
tations were assessed by altered levels of (i) uncertainty, (ii) social attraction,
and (iii) social presence. The results revealed that many participants reported
feelings of affinity and connectedness, whereas a nearly identical encounter with
a human experimenter resulted in opposite outcomes. The participants’ modified
expectations toward the robot may result in a so-called robot conformation, i.e.,
the human tendency to magnify the robot’s confirmation responses and its lim-
ited ability to offer behavioral feedback contrasted to how humans act. Jokinen
and Wilcock [14] studied expectations of social robots using the Expectations
and Experience (EE) method. The EE model was used to investigate and analyze



The Social Robot Expectation Gap Evaluation Framework 593

the quality of interaction, i.e., what the users experience in regard to what they
desire or expect. The results confirm that expectations in general were rated
higher than the actual experience, showing that a majority of the participants
perceived a positive experience, and indicating that the participants perceived
the interaction with the robot enjoyable and interesting. However, there are indi-
cations of a negative relationship between expectations of the robot’s behavior
and the extent to which the participants perceived that they were ‘understood’
by the robot. Interestingly, the authors note that the most experienced partici-
pants seemed to be the most critical ones. The authors concluded that insights
from user evaluations of social robots should not be limited to increasing positive
UX but could also be used to understand how to reduce the difference between
the users’ expectations and actual experiences. They argued that reducing expec-
tations and experience mismatch is of major importance to cultivate long-term
relations such as trust between social robots and their end-users.

Horstmann and Krämer [11] investigated which kinds of expectations humans
have concerning social robots as well as the bases for forming these expectations.
Their results indicate that humans’ experiences of media regarding social robots
lead to increased expectations of robots’ abilities and capabilities, in turn suc-
cessively enhancing humans’ expectations of social robots. Moreover, humans’
awareness and acquired knowledge of negatively perceived fictional social robots
enlarges negative expectations of robots being threats to humans. Conversely,
those humans who have more non-fiction knowledge about the capacities and
limitations of robot technology show reduced levels of anxiety towards social
robots. They pointed out that their findings are mostly based on subjective
ratings and no first-hand encounters with social robots, which mainly revealed
what their participants hypothesize what they should expect. They suggested
that future work should examine what kinds of expectations and preconceptions
humans hold towards robots, and in what ways these influence their behavior
when interacting first-hand with a social robot. Later, Horstmann and Krämer
[13] examined participants’ expectations versus their actual behavior when inter-
acting with the a social robot. The authors concluded that in general, during
first-hand interaction with a social robot, the robot’s perceived behavior is more
influential for participants’ evaluations of it than their formulated expectations.
Hence, the main insight from their study, which also confirms prior research,
indicates that the robot’s behavior during the actual interaction is the key vari-
able influencing how the participants evaluate the actual robot as well as the
interaction quality with it. Moreover, Horstmann and Krämer [12] conducted an
experiment aiming to examine how a negative expectancy violation caused by a
social robot and its reward valence could demonstrate how desirable it is for the
participants to interact with the social robot, and how this affected the evalua-
tion of HRI quality after the interacting. The results indicate that when the robot
negatively violated expectations, participants evaluated the robot competence,
sociability, and interaction skills more negatively.
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Moore [25] introduced the so-called “habitability gap”, i.e., the perceived
mismatch between the capabilities and expectations addressed by users and
the actual features and intended benefits provided by social robots. Moore
assumed that given the recent and rapid development of interactive technology,
it should be expected that the capabilities of such digital artifacts would gradu-
ally develop, but there is a habitability gap in which UX drops when the robots’
flexibility is enhanced. Schramm et al. [35] presented an initial conceptual frame-
work for expectations of social robots, consisting of two aspects. The first aspect
is the design (i.e., appearance and behavior) of the robot that “emits capabil-
ity signals” [35, p. 439], which is divided into the life-likeness by the robot, the
functional design of the robot (e.g., cameras means the robot is able to see), and
how the robot is introduced. The second aspect is the mental model constructs
of the robot held by the user, based on the design of robot, which are formed
by the observation of the robot’s mechanical (e.g., physical ability) and life-like
capability (e.g., emotional system). The authors stressed how a simple robot
behavior can lead to complex constructions of what to expect of the robot, thus
creating a gap between expected and actual capabilities. Although the authors
mentioned that they have started to develop measurement tools to evaluate and
create a deeper understanding of expectations based on robot design, they did
not present any measurements or evaluation framework. Hence, our framework
complements the work done by the authors.

In summary, three main conclusions for future research can be drawn. First,
there is a need to study users’ expectations in actual HRI beyond the mere
encounter with a social robot and to systematically study how users’ expecta-
tions may be altered if their initial expectations are not confirmed (e.g., [6,11]).
Second, the close relationship between expectations and UX provides a well-
aligned approach to include the various time spans in UX. Third, there is a need
to develop an evaluation framework that encompasses several main factors that
systematically could be evaluated in actual HRI to better cope with mismatches
of expected capabilities and actual capabilities of the robot.

2.2 Users’ Experience and Expectations from a HRI Perspective

A relevant HRI angle is the intersection with the study of UX, which allows for
a user-centered perspective, including studying users’ expectations. Although
this intersection of UX within HRI exists, and is getting more traction in the
literature [2,17,31,36], it is often overlooked [2]. There are also overlaps between
users’ experience and users’ expectations when interacting with technology [33].
User expectations could indicate the anticipated behavior, direct the focus of
attention, serve as a source of reference for the actual UX and how it is inter-
preted, and subsequently has an impact on the users’ overall perception of the
technology [15]. As such, expectations can have a critical influence on the forma-
tion of the actual UX of the social robot. Research on expectations can reveal a
deeper understanding of the central aspects of UX. One of the main components
of UX, that is sometimes missing in HRI research, is the temporal aspect of an
interaction [31].
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A key aspect of UX occurs during the actual interaction with a system, but
is not the only relevant UX aspect to consider [33]. Users are also affected by
indirect experiences before their first encounter with an interactive system. Such
indirect experiences are rooted in previous experiences and thoughts related
to advertisements, presentations, and demonstrations of the system or related
systems. Indirect experience may also include exposure to various media and
movies, or other people’s opinions. In the same way, users’ indirect experiences
may occur after the actual usage situation, such as when they are reflecting on
previous usage and prior expectations, or through the impact from other users’
assessment of the system which may retroactively alter the actual UX [33]. A key
point in UX research is to study the temporal aspects of using a system which
makes it highly relevant for expectations. Not only are expectations about future
events, they are also dynamic and can change over time [29], making temporal
aspects crucial in order to understand expectations. Roto et al. [33] identified
four temporal aspects to consider in UX, including anticipated UX, momentary
UX, episodic UX, and cumulative UX. These temporal aspects are dynamic and
can vary depending on the situation. Anticipated UX refers to the period before
an interaction, whether it is for the first time or repeated interaction. It is the
imagined experience of future interaction. Momentary UX refers to the time
span during the interaction of a system. Episodic UX refers to the appraisal
of a particular episode after interaction with a system. Lastly, cumulative UX
refers to opinions of a system as a whole, after interaction over time [33]. The
temporal aspects are particularly relevant when it comes to expectations and
subsequent interaction of a system, especially the interaction with social robots.
The momentary use of social robots is typically the only temporal aspect studied
in HRI research. Although not explicitly mentioned by Roto et al. [33], expec-
tations are also important to consider, and can affect the interaction across all
temporal aspects including before the interaction with the robot (anticipated
use), during the interaction with the robot (momentary use), after the interac-
tion with the robot (episodic use), and the interaction over time with the robot
(cumulative use).

2.3 Olson’s et al.’s Expectation Model

One of the psychological theories of expectations that Lohse [21] took a closer
look at in relation to robots was the expectation process by Olson et al. [29].
We consider this model to be of major interest, and it serves as the foundation
for our framework. However, we have made several adjustments to the original
model. First, we modified its main focus on HHI to HRI. Second, we altered its
social psychological perspective to a more user-centered one, applying concept
commonly used within UX to better fit the purpose of our evaluation framework.
In Fig. 1, we present this modified version of the expectation process model by
Olson et al. [29, p. 231]. This model is adjusted to accommodate the interaction
with social robots. There are also other models of expectations e.g., [24], though
this model is, to our knowledge, one of the most comprehensive presentations of
expectations, and is thus of major importance for our work.
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As the model shows (Fig. 1), direct experience, other, and beliefs form expec-
tations. Direct experience is the expectations built on first-hand experience.
Although not as common, some have their expectations built on actual first-hand
experience of robots. Direct experience is more common with robots already used
in society at large, such as vacuum cleaner robots or lawn mower robots. Expec-
tations built on direct experience are typically held with greater certainty and
are a stronger predictor of future behavior [29]. Other refers to the expectations
built on indirect experience, including from other people (e.g., personal connec-
tions and from media) or from exposure to social robots in different ways. In
the original model, the “other” bubble refers to “other people”, and is in the
present version expanded to include not only other people (“humans”), but also
social robots (“robots”). These two exist on a gradient scale as humans tend to
interpret social robots in an anthropomorphic manner [1]. This gradient does not
refer to how human-like a given social robots actually is, but rather how much
(by design or accident) a given social robot is expected to behave like humans,
i.e., the social robot may be perceived as a human-like creature, even if it is
not “human-like” in some objective way. Beliefs are sources of expectations that
can be inferred from other beliefs (e.g., “robots are intelligent in movies, thus
the robot I am interacting with is likely intelligent too”). Together with direct
experience and others, beliefs are built, thus are interrelated with each other.

Expectations can vary along four different dimensions: certainty, accessibility,
explicitness, and importance [29]. Certainty refers to the subjective estimated
probability of how likely it is that the outcome will occur. Accessibility refers
to how easy it is to activate and use a certain expectation. Explicitness refers
to what degree expectations are consciously generated. Some expectations are
implicitly assumed, usually related to the degree of certainty (e.g., “the sun will
rise in the morning”), whereas other expectations are consciously thought about
(e.g., how an interaction with a social robot will be like). Importance refers to the
expectation’s significance, the higher the importance, the higher is the impact.

The rest of the model relates to the consequences of expectations [29]. These
factors can be divided into three categories: affective, cognitive, and behavioral.
Affective refers to emotional consequences, such as attitudes and anxiety. Cogni-
tive refers to factors that has an effect on cognitive processes, such as interpreta-
tion and memory. Behavioral refers to consequences that causes choice of actions
due to the expectations, such as forming intentions to act, hypothesis testing, and
self-fulfilling prophesies. These factors occur when expectations are confirmed or
disconfirmed [29]. Confirmed expectations often lead to positive affects, are often
handled implicitly (and with ease), and results in expectations that are upheld
with greater certainty. In UX terms, confirmed expectations of the interaction
quality with social robots results in a positive UX. Confirmed expectations may
also, on rare instances, produce secondary affect (positive or negative), given
the inferences made after confirming the expectation. In contrast, disconfirmed
expectations often lead to negative affects and are handled explicitly as they are
surprising and need heavy cognitive processing in order to make sense of what
went wrong. Again in terms of UX, disconfirmed expectations of interacting with
social robots produces a negative UX. Sometimes there is a desire to retain (i.e.,
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Fig. 1. A modified model of the expectation (expectancy) process by Olson et al. [29,
p. 231]. The modified version is extended to include expectations of social robots.

uphold) the initial expectations and the event may be explained away. Other
times there is a need to carefully consider what went wrong in order to revise
the expectations for future instances. Future expectations of the instance are
held with a higher level of uncertainty. Both confirmed and disconfirmed expec-
tations may lead to altered behavior and performance [29].

When considering a social robot, a user may enter an interaction with high
expectations of the robot’s ability to interact socially. These beliefs may be built
on the exposure to science fiction robots in the media. When the social robot
is unable to uphold a complex interaction, the expectations are disconfirmed,
resulting in negative affect, or negative UX, (e.g., disappointment) and effortful
cognitive processing in order to rationalize what went wrong. This cognitive
processing turns into inferences and judgment, and the expectations may either
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be revised to match the interaction experience with the robot or retained due
to the robust beliefs of social robots (i.e., the action will be explained away
or ignored). Even if the expectations are revised, they will be held with less
certainty [29]. Effortful cognitive processing of disconfirmed expectation can also
introduce secondary affects relating to discomfort, dissonance, or frustration.
Lastly, expectations will ultimately have an effect on behavior and performance.
The user may lose interest and stop the interaction due to negative affective
experiences, or may try to figure out how to make the interaction more successful.
Hence, these affects contribute to a corresponding positive or negative UX.

In Fig. 2, we have illustrated how the mismatch between expected and actual
capacities of a social robot can occur, which we call the social robot expectation
gap. We stress that disconfirmed expectations can happen when expectations are
both too high and too low. The social robot expectation gap (Fig. 2) is illustrated
with its two spaces of disconfirmed low as well as disconfirmed high expectations.
These two spaces of the social robot expectation gap can be viewed as the two
different outcomes when the user’s expectations and the actual capabilities of
the robot are not aligned. The diagonal line is when expectations and robot
capabilities are confirmed. On the one hand, if a human interacts with a social
robot and expects, based on prior exposure to science fiction movies, that it
is capable of feeling pain when falling but does not express any distress when
such occurrences occur, the expectation will be disconfirmed in the form of high
expectations (falling in the blue space of disconfirmed expectations). On the
other hand, if the user does not expect that the robot is capable of any verbal
communications and then it does strike up a conversation, the expectation will
be disconfirmed in the form of low expectations (falling in the green space of
disconfirmed expectations). A consequence of this presentation of expectations
is that we can achieve high interaction quality with robots both with high and
low capabilities, given that expectations are confirmed on the diagonal line. An
interaction can go smooth given that expectations are confirmed, regardless of
actual capabilities of the social robot. Moreover, expectations are not static but
dynamic across an interaction [33]. Therefore, this social robot expectation gap
is also dynamic and may change before, during, and after the interaction.

Disconfirmed high expectations have been proposed previously by Kwon et al.
[18], called the “expectation gap”; however, the authors do not account for dis-
confirmed low expectations. The figure presented (Fig. 2) here includes both too
high and too low expectations of social robots. As mentioned previously, Moore
[25] presented the “habitability gap” which is the perceived mismatch between
the capabilities and expectations, and although this gap relates to the social
robot expectation gap, it focuses on different aspects (e.g., flexibility and usabil-
ity, voice-based systems) of interacting with new technology. Besides the obvious
central theme of expectations, the social robot expectation gap, the expectation
gap [18], and the habitability gap [25] demonstrate how the interaction is affected
by human expectations of artifacts, in particular social robots in the case of this
work. In addition, when expectations are low, there will be less interaction and
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thus the robot’s capabilities will be less discovered, ultimately affecting the inter-
action quality. The social robot expectation gap serves, together with the model
by Olson et al. [29], as the foundation for the design and development of the
framework.

Fig. 2. The social robot expectation gap, with the two spaces of disconfirmed expec-
tations that occurs when a robot’s capabilities does not align with the expected capa-
bilities.

3 Design and Development of the Framework

Drawing from the model by Olson et al. [29], we propose an evaluation frame-
work for expectations in order to investigate the consequences of high and low
expectations of social robots when a user interacts with a social robot, prior,
during, and after the interaction. Based on the model (Fig. 1), we have identified
three main factors in which expectations can be adequately evaluated: affect,
cognitive processing, and behavior and performance. The data should be ana-
lyzed together in order to get a full picture of expectations; one metric alone
may not be able to point at expectations, but together they are building blocks
to extract information regarding expectations.

3.1 Affect

Affects are the factors that cause any sort of emotional reaction when expecta-
tions are either confirmed or disconfirmed. This is the first step after confirming
or disconfirming expectations, following the Olson et al. model [29]. Attitudes
is one such affect. Attitudes are defined as mental states that occur before the
behavior, and are regarded in psychology research as one of the key elements for
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expectations [26,29]. Moreover, attitudes can be viewed as a user’s belief of an
object and its characteristics in relation to the user’s perception of those char-
acteristics. Anxiety is another affect, and expectations can both increase and
decrease levels of anxiety. Expectations in themselves cannot cause anxiety, but
certain contents of expectations can cause anxiety. Anxiety can be elicited as an
anticipation of an event, such as fear of failure.

For this factor of expectations, we propose to evaluate negative attitudes and
anxiety towards robot by using the two questionnaires by Nomura et al. [26] that
cover these topics. These questionnaires are popular in the HRI field, and have
been used in various ways to measure attitudes and emotions towards robots. de
Graaf and Allouch [7] found that, despite some flaws, these are valid techniques
to evaluate users’ emotions towards robots. In addition, we suggest observations
of users’ facial expressions to assess non-verbal emotions during the interaction.

The negative attitude toward robot scale (NARS) is a scale made for measur-
ing people’s attitudes toward robots in interaction and in daily-life [26]. NARS
consists of 14 questionnaire items and are classified into three sub-scales. The
first sub-scale consists of 6 items on the theme of “negative attitude toward
situations of interaction with robots”. The second sub-scale consists of 5 items
on the theme of “negative attitude toward social influence of robots”. The third
sub-scale consists of 3 items on the theme of “negative attitude toward emo-
tions in interaction with robots”. The scale is on a 5-point Likert scale, and the
individual score is calculated by summing the scores for each sub-scale.

The robot anxiety scale (RAS) measures the altered behavior participants
may have towards robots based on their anxiety towards robots. Nomura et al.
[26,27] argued that negative attitudes may not lead to different behaviors toward
robots. Anxiety is explained as emotions (anxiety or fear) that inhibit interaction
with robots. RAS consists of 11 questionnaire items and are classified into three
sub-scales. The first sub-scale consists of three items on the theme of “anxiety
toward communication capability of robots” The second sub-scale consists of four
items of the theme of “anxiety toward behavioral characteristics of robots” The
third sub-scale consists of four items on the theme of “anxiety toward discourse
with robots” The scale is on a 6-point Likert scale, and like NARS, the individual
score is calculated by summing the scores for each sub-scale [26,27].

Facial Expressions is a complementary way to assess emotions by observation
users’ facial expressions during the interaction. The observations offer additional
information of users’ emotions during the interaction with the robot, compared
to the questionnaires that are distributed after the interaction. Facial expressions
provide non-verbal cues that may interpret the user’s emotional states. Relevant
facial expressions comprise, but are not limited to, anger, frustration, happiness,
confusion, and surprise. Although there is an ongoing discussion on how reliable
facial expression are for studying emotions [4], we have chosen to include this
metric as these emotions should be interpreted as indicators together with the
other metrics rather than inferred alone.
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3.2 Cognitive Processing

Cognitive processing is the factor that causes any sort of cognitive strain, which
is resource demanding for the users when expectations are either confirmed
or disconfirmed [29,30]. Expectations are the basis of attention and have a
direct influence on perception. When expectations are disconfirmed, attention
is drawn to the event (due to the surprising outcome) and the event is con-
sequently processed. This process happens because the information challenges
current beliefs [30]. Moreover, expectations drive interpretations of that particu-
lar event. Users try to interpret perceptual events so they are aligned with their
present expectations. This phenomenon is commonly recognized as stereotyping
but has prolonged effects on how we perceive our surroundings even when we
do not construct explicit stereotypes. For example, disconfirmed low expecta-
tions (c.f., Fig. 2) when the robot outperforms our expectations, is commonly
treated by users as a fluke or luck [29]. Conversely, it is also likely that users
may attribute disappointing performance from a social robot as a temporary
fluke, stemming from disconfirmed high expectations. However, as pointed out
by Olson et al. [29], disconfirmed expectations of behavior can also be attributed
to deception. Thus, a social robot (or their designers) may be viewed as having
ulterior motives, which can be related to trust in robots [22]. Cognitive process-
ing affects memory, and disconfirmed expectations have been shown to cause
better memory recall as more effortful cognitive processing occurs in these cases
[9]. Recall is also related to how much effort the user puts on making sense
of disconfirmed expectations. For this factor of expectations, we identified two
aspects that can be tested during the interaction: memory recall and reaction
time.

Memory recall can be used to measure cognitive processing. Expectations
have an effect on memory [29,30], and with inspiration from Hashtroudi et al.
[9], we propose to measure users’ recall ability after the interactions with a social
robot. Hashtroudi et al. [9] found that memory works better with disconfirmed
expectations. The authors pointed out that irrelevant information has the lowest
recall ability. Although the authors’ research had a more complex experimental
set-up, we propose a simple set-up where users are asked to write down what
the remember from the interaction afterwards to gain insight into their cogni-
tive processing. Tying the recall ability to NARS and RAS, we argue that is
possible to investigate whether disconfirmed expectations may lead to better
memory recall of the interaction with the robot. This is especially interesting if
certain characteristics are ascribed to the robot that are related to greater fear
of the robot. Thus, if the users view robots as having scary characteristics in the
surveys, and this turns out to be disconfirmed, it is likely that the users remem-
ber more of the interaction. Alternatively, users with strongly held expectations
which are then disconfirmed, may have created false memories that align with
their expectations (e.g., stereotyping may lead to seeing certain behaviors that
are false) [30]. Therefore, when collecting data through memory recall after the
interactions, it is important to consider how the users’ memory may be affected
by their expectations. This effect has been formalized in the peak-end rule [16].
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It is possible that users remember certain characteristics of the robot that are
aligned with their view of the robot, although their behavior is similar. For this
reason, we stress how triangulation can be used to understand the data further
(e.g., users may score high on fear of robots via NARS, and also describe scary
characteristics of the robot).

Reaction time can be used to measure cognitive processing, inspired by the
study by Hashtroudi et al. [9]. Reaction time has been seen to be longer when
dealing with demanding cognitive processing [9,29]. Reaction time, in our frame-
work, refers to the reaction time for the users to interact with the robot’s output,
both verbal (e.g., conversation) and non-verbal (e.g., touch). Reaction time needs
to be tailored for the robot and its capabilities. Studying whether reaction time
has an effect on expectations can be of value in itself, but we also propose that
we can tie memory recall and reaction time together, similar to the study by
Hashtroudi et al. [9].

3.3 Behavior and Performance

Behavior and performance are the factors that cause changes in an user’s deliber-
ate actions. Expectations are the basis for basically any behavior because expec-
tations drive our intentions and actions [29,30]. One specific kind of behavior
that may be of relevance for assessing expectations is hypothesis testing. Because
expectations involve believed probabilities users may test various hypotheses
relating to the expected likelihood of various kinds of interactions. This tends to
happen with expectations that do not have a 100% certainty and expectations
that are explicit. Hypothesis testing is thus a behavior exhibited by a user when
trying to make sense of an event. In UX, hypothesis testing can be character-
ized in terms of the seven stages of action model by Norman [20,28]. Similar to
hypothesis testing, the seven stages of action model is about forming the inten-
tion to act by specifying and then executing a sequence of actions, followed by
evaluating the outcome in relation to the intention.

For the evaluation of expectations of social robots, we have identified five
behaviors and performance measures, which are presented below. Although
behavior and performance have more aspects than the previous factors of expec-
tations, they are all rather simple to measure as they are collected by the test
leader. According to Nomura et al. [26], the results from NARS may not lead
to behavioral changes which could mean that it wont be possible to measure
NARS and the below behavioral changes together. We are not claiming fear of
robots does not cause behavioral changes, but rather that this specific NARS
scale may not catch subsequent behavior, according to the authors. NARS may
have effect on the affect factor of expectations but not the behavior and perfor-
mance factor. We propose, however, to look at the below measures alone and
in relation to RAS. Moreover, it should be mentioned that reaction time does
also fit the factor of behavior and performance, and we have chosen to present
it under cognitive processing because it can be tied to memory recall as well.
Therefore, reaction time can be used in this factor as well.
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Gestures and body language done by the users can be used to measure behav-
ior. Gestures and body language are forms of non-verbal behaviors [19]. Body
language could be head nods by the user to confirm they understood the robot, or
leaning away from the robot to show discomfort. Gesturing could include point-
ing as a way to communicate direction for the robot, or waving hands in front of
the robot in attempts to get the robot’s attention. For a given interaction, there
could be many gestures and communicative body motions, and the aim is to
observe any behavior that is noticeable and tie these to the expectation factors.
Gestures and language could thus be compared to, for example, interruptions of
interaction. Perhaps the user may wave their hands when interruptions occur as
an attempt to get back on track.

Choice of conversation may be dependent on what kinds of expectations users
have towards the social robot and can be used to measure behavior. By choice
of conversation, we mean what users will choose to say to the robot during the
interaction. Of course, if the robot communicates non-verbally this aspect is not
relevant. However, since many social robots are able to uphold simple conversa-
tions, it is likely that users try to figure out what conversations are possible. This
behavior relates therefore to the seven stages of action model by Norman [28];
that is, the users may try to figure out what kind of conversations are possible. If
a user’s expectations of a social robot is disconfirmed, it is possible that the user
will spend more time trying new ways to discuss things with the robot, rather
than having one single conversation. If a user’s expectations of a social robot is
confirmed, is possible the user will show an excited facial expression and uphold
the same topic longer.

Repeating words refer to the number of repetitions the user makes during the
interaction and can be used to measure performance. Yet again, the seven stages
of action model [28] could be of relevance here. By repeating words, we mean if
users need to repeat themselves to be understood by the robot. Perhaps the user
chooses other similar words but different words as a way to test which words
actually can be understood by the robot. This may be related to affect such as
frustration with not being understood, or have an effect on cognitive processing.
Therefore, this should be triangulated with the collected data from that section
in order to form the expectations. The user may expect that the robot will
be able to uphold complex conversations, and when this does not occur (i.e.,
disconfirmed expectations), the user shows a frustrated facial expression and
repeats themselves several times. Subsequently, the user may try to correct (or
revise) their expectations which causes behavioral changes. If the user expects
certain conversation, and the robot is able to confirm this expectation, there
might not be repeating of words and the interaction goes smooth.

Interruptions of interaction refer to the number of interruptions during the
interaction and can be used to measure performance. Interruptions could be
caused by the user when the interaction is not going as expected. Interrup-
tions could also imply that the conversation is not flowing. It is possible that
disconfirmed expectations may occur due to these interruptions. Is also pos-
sible that confirmed expectations may occur due to the user expecting a bad
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interaction. Interruptions may also be related to attempts to correct (revise)
their expectations. Not only should the amount of interruptions be measured,
but also under what circumstances they happen. Again, these could be tied to the
other metrics in various ways, for example if choice of conversation changes after
the interruptions and having better memory recall when interruptions occur.

Duration of interaction refer to the total time the interaction is taking place,
and can be used to measure performance. As a rule of thumb, people behave in
ways that are consistent with their expectations [29]. For example, people tend
to choose tasks where they expect to be successful, and they will also put more
effort and time into such tasks than ones they expect to fail [29]. The duration
of the interaction, when applicable, could therefore be of relevance when users
are interacting with the social robot; it is possible that users will interact longer
with a robot if they expect to succeed in having a good interaction with the
robot. Even more interesting would it be to compare duration of interaction in
the first and second episodes of interaction. It is possible that users who had
disconfirmed expectations of the interaction with the robot will have shorter
duration of interaction in the second interaction episode as they know they will
fail at having a successful interaction. This could be of interest in relation to
the number of interruptions too. A lot of interruptions in the first interaction
episode may lead to shorter duration of interaction in the second interaction
episode since the user will expect these interruptions and will tend to avoid
them in the second interaction. Perhaps scoring low on fear of robots may lead
to longer duration of interaction as well.

4 Result

In this work, we have highlighted the importance of studying expectations in
HRI. We have also started to specify how expectations could be studied and
evaluated, and here we present the result: the Social Robot Expectation Gap
Evaluation Framework. We base this framework on the model by Olson et al. [29]
from the social psychology field, our Social Robot Expectation gap (Fig. 2) from
the HRI field, and evaluation methods from the UX field [8,33]. This framework
is intended for studying and evaluating expectations of social robots or other
robots that act in a social manner in real interactions. The overall UX goal is to
have expectations confirmed.

In this section we present the current version of our framework as illustrated
in the matrix in Table 1. Included in this framework are UX goals and what met-
rics (data collection techniques) that are used to assess the three main factors.
Each metric relates to either hedonic or pragmatic qualities [10]. Moreover, we
present the proposed evaluation procedure (for further details on UX procedures,
see [20].
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Table 1. The three factors of expectations and the proposed metrics to study each
when interacting with a social robot.

4.1 Procedure

Phase 1: Identify the scenario. As a first step before carrying out the evalu-
ation, one has to identify what kind of interaction to study, including identifying
and creating scenarios between the human and the robot. We suggest two possi-
ble ways these scenarios can unfold, depending on what is being evaluated. First,
the scenarios could be identical in order to compare them. If expectations are
not confirmed in the first interaction, measuring changes in affect, cognitive pro-
cessing, and behavior and performance is relevant as they would likely change.
Another option is to have a scenario change in the second interaction, thus
adding expectancy violation, similar to the study by Horstmann and Krämer
[12]. Both these options offer different angles of studying and evaluating expec-
tations of social robots. Once the scenario is chosen, baseline and max levels
relating to the UX goals and metrics need to be set to fit the scenario [20]. We
have chosen not to include baseline and max level in Table 1, as these need to be
tailored to the actual scenario. This phase also includes recruiting participants,
5–8 is recommended for an empirical UX evaluation [20]. The different data col-
lection techniques and metrics need to be prepared and tested in advance as
well as informed consent to the participating users. The study needs to be in
accordance with relevant ethical guidelines before being conducted [32].

Phase 2: Collect data. The proposed data collection techniques make it pos-
sible to collect complementary data for the factors of expectations (Table 1).
In Fig. 3, we present a timeline of the step-wise procedure of this phase that
aligns these aspects together. In particular, we highlight the temporal aspect of
expectations, before, during, and after the interaction. We therefore urge the
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investigators to allow participants to repeat the same scenario at least twice
or modify the second one to investigate and analyze how the temporal aspect
affects the expectations of the interaction with the robot. The data collection
phase is divided into the following steps 1) before the interaction, 2) during first
interaction, 3) after first interaction, 4) during second interaction, and 5) after
interaction (Fig. 3). The data is collected via questionnaires, observation (field
notes or recordings), and interviews.

Before the first interaction, it is important to understand what kind of
expectations participants may have of social robots. Therefore, we suggest a
pre-questionnaire where previous experience with robots is asked for. Questions
regarding what they expect of the robot in the interaction could also be of impor-
tance, in order to study participants’ explicit expectations. We urge investiga-
tors to tailor the pre-questionnaire so it suits the scenario and the actual robot.
It is important to avoid generating expectations through the pre-questionnaire
process; we urge researchers to put extra care into this process when selecting
questions. As the final step of the data collection phase, we suggest to collect
data from doing a post-interview. Here, open-ended questions regarding their
expectations and if they were confirmed are valuable for the overall analysis of
the participants’ expectations.

Fig. 3. The steps of phase 2: collect data

Phase 3: Analyzing the collected data. When the data collection has been
carried out, the collected quantitative as well as qualitative data should be
brought together and then analyzed, with a focus on identifying UX problems
of coping with disconfirmed expectations. Triangulation is used to reach more
reliable findings. Triangulation means that multiple data sources are used to
compare and contrast the data in order to gain a deeper understanding of the
obtained findings. Several findings that are pointing in the same direction imply
that there is an identified UX problem that needs to be considered. The identi-
fied problems are then arranged into scope and severity. The scope can be either
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global or local, where global problems entail the interaction with the robot as a
whole, and local problems only entail certain moment(s) of the interaction. The
severity of problems provides insights of which kinds of re-design that should be
prioritized or what aspects need to be studied in more depth. Degrees of sever-
ity is ranging from high to low, where higher degrees include severe mismatches
between users’ expectations and the actual interaction between a human and a
robot. Lower degrees of severity include problems that have a minor negative
effect on expectations in the HRI, as in situations when it is easy for the user to
find an effortless workaround.

Phase 4: Reporting on findings and recommendations. A major outcome
of the findings is to what extent the users had their expectations confirmed or
disconfirmed, the underlying reasons for these findings, and where these are
situated on the social robot expectation gap (Fig. 2), with the overall UX goal is
to have users’ expectations confirmed. The scope and severity dimensions provide
some recommendations for how to reduce the disconfirmed expectations in the
chosen scenario as well as some insights of how and why the participants altered
or changed their expectations.

5 Discussion

With this work, we aim to contribute to the field of HRI by addressing and
studying in further detail the role and relevance of expectations in HRI, including
how to narrow the gap between expected capabilities and actual capabilities
of social robots (i.e., the social robot expectation gap, Fig. 2) thus achieving
confirmed expectations of an interaction with a social robot. By doing so, we
have consequently addressed what role as well as impact expectations may play
in HRI, especially for social robots in interactions with humans. The developed
evaluation framework, which is based on prior research on expectations, and
its procedure serves as the initial steps to contribute to the above aim. This
framework takes inspiration from social psychology, UX, and HRI, and we stress
the temporal aspect of expectations. That is, expectations are dynamic over
time and can change before, during, and after the interaction. Our framework
offers ways to assess expectations from the different factors (i.e., affect, cognitive
processing, and behavior and performance), how they may change over time, and
if the expectations are confirmed or disconfirmed. We envision the framework to
be tailored and adapted to the specific situation that is being studied. Therefore,
as these metrics are extensive, it can be scaled down to a few selected metrics
that are suitable for the chosen situation. Triangulation should be used for the
analysis of these metrics to reach more reliable findings

Future work includes applying the framework in practice and collect empirical
data, which has been hindered due to the current covid-19 pandemic situation.
By conducting an empirical evaluation based on the framework, its potential
could be validated and relevant improvements could be made on the current
version of the framework. Additional implications of the framework is that the
obtained findings based on severity and scope could offer significant insights for
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future more experimental studies on certain aspects of humans’ expectations of
interacting with social robots. In the long run, this work will contribute to the
inclusion of social robots in society.
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Abstract. Expectations shape our experience with the world, includ-
ing our interaction with technology. There is a mismatch between what
humans expect of social robots and what they are actually capable of.
Expectations are dynamic and can change over time. We have previ-
ously developed a framework for studying these expectations over time
in human-robot interaction (HRI). In this work, we applied the social
robot expectation gap evaluation framework in an HRI scenario from a
UX evaluation perspective, by analyzing a subset of data collected from
a larger experiment. The framework is based on three factors of expec-
tation: affect, cognitive processing, as well as behavior and performance.
Four UX goals related to a human-robot interaction scenario were eval-
uated. Results show that expectations change over time with an overall
improved UX in the second interaction. Moreover, even though some
UX goals were partly fulfilled, there are severe issues with the conver-
sation between the user and the robot, ranging from the quality of the
interaction to the users’ utterances not being recognized by the robot.
This work takes the initial steps towards disentangling how expectations
work and change over time in HRI. Future work includes expanding the
metrics to study expectations and to further validate the framework.

Keywords: Human-robot interaction · Social robots · Expectations ·
User experience · Evaluation · Expectation gap

1 Introduction

Although still on the brink to the general public, social robots and their extent
of being situated in our everyday activities in society are becoming more sophis-
ticated and common [3,6,17] which increases the expectations of such robots
[7,10,12,14,16,24]. Social robots need to be able to communicate and act ‘nat-
urally’ with their human users, not only on the socio-cognitive level but on user
experience (UX) level. Social robots also need to achieve their intended benefits
and support for human users [3,5,15,23,24]. The majority of human users have
either no first-hand experience or very limited experience of interacting first-
hand with social robots [12,14,16,24]. Human users’ main exposure to social
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Kurosu and A. Hashizume (Eds.): HCII 2023, LNCS 14013, pp. 169–188, 2023.
https://doi.org/10.1007/978-3-031-35602-5_13
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robots is predominantly from movies and the media, which may result in false
and incorrect expectations of social robots [7,10,11,26].

As pointed out by Stephanidis et al. [29], there is an identified need for
the evaluation of interactive artificial systems to go beyond mere performance-
based approaches that focus mainly on pragmatic qualities to embrace the over-
all user experience that also considers hedonic qualities. The authors argue that
more traditional usability evaluation approaches in human-computer interac-
tion (HCI) are rather insufficient for new interactive artificial systems, includ-
ing social robots. Social robots are equipped with new perception and sens-
ing possibilities, which enable them to shift initiatives via mutual action and
intention recognition in conversations, displaying variations in morphology via
having human-like attributes, and endowed with perceived socio-cognitive abil-
ities. Moreover, there is an ongoing shift in application purposes, going from
digital systems as being task-oriented tools to being considered as social com-
panions or peers per se [2]. The identified challenges with these artificial sys-
tems include the need to interpret signals from multiple communication channels
[29]. These channels could be eye and gaze following, pointing, body language,
speech, and conversation in social robots that are conducted in a more natural
way for the sake of social interaction. The unsuitability of task-specific mea-
sures in social robots, which predominantly are rather ‘taskless’, and therefore
more focus should be on social interaction for the sake of companionship and
creating a relationship. Stephanidis et al. [29] emphasized that if one should con-
sider the enormous number of quality characteristics that should be evaluated
in such human-artificial intelligent environments, like social human-robot inter-
action (HRI), it has become evident that new assessment methods are required.
Hence, new frameworks and models are needed in order to provide holistic and
systematic approaches for the evaluation of UX in human-artificial intelligent
environments.

Roto et al. [25] noted that there are several overlaps between users’ expec-
tations as well as users’ experiences when interacting with advanced artificial
intelligence systems. User expectations could indicate the anticipated behavior,
direct the focus of attention, serve as a source of reference for the actual UX
and how it is interpreted, and subsequently has an impact on the user’s overall
perception of artificially intelligent systems [13]. Therefore, expectations often
have a serious influence on the formation of the actual user experience of the
social robot. This statement stresses that performing research on expectations
can reveal a deeper understanding of the central aspects of user experience. One
of the main components of UX, which is often missing in social robotics and HRI
research, is the temporal aspect of the interaction [25].

Although there is limited research on the temporal aspect of expectations in
HRI, there is some related research conducted on the changes in expectations.
Paetzel et al. [21] investigated how persistent the first impression of a robot
is, with different perceptual dimensions stabilizing at different points over three
interactions. In the study, competence was stabilized after the initial two minutes
in the first interaction, anthropomorphism and likeability were set after the sec-



Applying the Social Robot Expectation Gap Evaluation Framework 171

ond interaction, and perceived threat and discomfort were unstable until the last
interaction. Serholt and Barendrgt [27] found that children’s social engagement
towards a tutoring robot decreased over time, suggesting that the human-human
interaction (HHI) model of engagement faded out, or were used more seldom, as
the robots did not meet children’s expectations for engagement. Edwards et al.
[7] found expectations of a robot have an effect on first impressions, displaying
more certainty and greater social presence after the brief interaction.

Despite the recent interest in expectations in social robots in the HRI field,
there was a lack of an evaluation framework that offers a deeper understanding of
how these expectations affect the success of the human-robot interaction from a
first-hand perspective. Therefore, we developed the social robot expectation gap
evaluation framework [24]. The framework provides a methodological approach
for investigating and analyzing users’ expectations before, during, and after inter-
action with a social robot from a human-centered perspective [24]. The frame-
work has its foundation in the social psychological expectation process developed
by Olson et al. [20] and user experience (UX) evaluation methodology [8,15,23].
The framework contains three main factors in which users’ expectations can be
evaluated: affect, cognitive processing, as well as behavior and performance. Sev-
eral UX goals and related metrics were formulated for each factor, which relates
to either pragmatic or hedonic qualities of the social human-robot interaction
experience [8,9,15]. Moreover, the framework contains a four-phased evaluation
procedure that consists of 1) identifying the scenario, 2) collecting data, 3) ana-
lyzing the collected data, and 4) reporting on findings and recommendations (for
details, see Rosén et al., [24]).

In this paper, we report on how parts of the social robot expectation gap
evaluation framework [24] are applied in an empirical UX evaluation. Our study
is exemplified by a subset of data collected from a larger study on the role and
relevance of expectations in social HRI, which examined how expectations may
affect the forthcoming interaction quality and how expectations may alter user
experience over time. The main contributions of this paper are two-fold; first, it
provides an initial validation and testing of a sub-part of the framework which
systematically studies how users’ expectations may be altered if their initial
expectations are not confirmed and its impact on user experience. Second, the
implications of the findings highlight that expectations are especially important
to understand when they are disconfirmed as this can guide and inform the future
design of social robots, which will ultimately lead to more successful interactions.

2 The Social Robot Expectation Gap Evaluation
Framework

The social robot expectation gap evaluation framework has its foundation in
the social psychological expectation process developed by Olson et al. [20] and
user experience (UX) evaluation methodology [8,15]. The framework is shown
in Table 1. Drawing from the model by Olson et al. [20], we here briefly present
the main characteristics of expectations as described in Rosén et al. [24]. In our
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modified model, we present expectations as formed by i) direct experience, ii)
other people or robots, and iii) beliefs. Direct experience is the expectations
built on first-hand experience, i.e., from an actual encounter with a social robot,
which is usually lacking in HRI research on expectations. Expectations that are
built on direct experience are a stronger predictor of future behavior [20]. Other
people or robots are expectations from indirect experiences, such as views from
peers and friends or from exposure to social robots in various ways in movies
and other media. Beliefs are sources of expectations that can be inferred from
other beliefs, e.g., a robot may be evil because they usually are depicted as such
in science fiction.

Regardless of its origins, expectations can vary in four dimensions: certainty,
accessibility, explicitness, and importance [20]. Certainty is the subjective esti-
mated probability of how likely it is that the outcome will occur. Accessibility
is how easy it is to activate and use a certain expectation. Explicitness is what
degree expectations are consciously generated. Some expectations are implicitly
assumed, usually related to the degree of certainty, whereas other expectations
are consciously reflected upon. Importance is the expectation’s significance, the
higher the importance, the higher the impact.

As explained by the model, there are consequences of expectations, which
is the main focus for our framework [20,24]. These factors can be divided into
three categories: i) affective, ii) cognitive processing and iii) behavioral and per-
formance. Affective refers to emotions and feelings, such as anxiety. Cognitive
processing refers to factors that have an effect on our cognitive processes, such
as interpretation and memory abilities. Behavioral and performance refer to
consequences that cause a course of actions due to expectations, like forming
intentions to act. Behavior and performance are the factors that cause changes
in the user’s deliberate actions. Expectations serve as the basis for essentially
any behavior since expectations initiate our intentions and actions.

The above factors are the consequence of when expectations are confirmed or
disconfirmed [20]. Confirmed expectations often result in positive affect and feel-
ings that are frequently performed implicitly and effortlessly, resulting in expec-
tations that are maintained with greater certainty. Confirmed expectations may
also, in rare situations, produce secondary (positive or negative) affect since the
inferences are made after confirming the expectations. On the contrary, discon-
firmed expectations often end up with negative effects and are usually considered
explicitly since they are perceived as surprising and therefore need heavy cogni-
tive processing in order to interpret and understand the contradiction. We further
illustrate confirmed and disconfirmed expectations with the social robot expec-
tation gap [24] depicted in Fig. 1. The social robot expectation gap demonstrates
the two spaces of disconfirmed expectations, which either is the result of too high
or too low expectations, balancing on the thin line of confirmed expectations.
The underlying cause of disconfirmed expectations, either too high or too low,
is the perceived or experienced mismatch between the social robot’s capabilities
and the user’s expectations of the social robot which positively or negatively
affects the overall interaction quality, and hence the perceived user experience of
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Fig. 1. The social robot expectation gap, with the two spaces of disconfirmed expec-
tations that occurs when a robot’s capabilities do not align with the user’s expected
capabilities [24, p. 599].

the social HRI. It should be pointed out that in the case that the user’s expecta-
tions are low, there is a risk that the user underestimates the robot’s actual social
interaction capabilities which may result in less curious inquiry and exploration,
resulting in less discovery of its interaction capabilities – resulting in a poor user
experience. Similarly, in the case when the user’s expectations are very high and
the user overestimates the robot’s interaction capabilities, assuming that the
robot is equipped with advanced socio-cognitive interaction abilities, the out-
come may be disappointment and frustration because the user feels deceived –
resulting in a poor user experience. A user may also have rather low or moderate
expectations of the social robot, but through inquiry during the interaction with
the robot that develops into an ongoing and mutual dialogue, the user may be
positively surprised by the robot’s social interaction capabilities, feeling satisfied
and noticed by the robot, resulting in positive user experience.

The current version of our developed evaluation framework for expectations
was created in order to investigate the consequences of users’ high and low expec-
tations of social robots when interacting with a social robot – before, during,
and after the interaction. The evaluation procedure consists of four phases: 1)
identifying the scenario, 2) collecting data, 3) analyzing the collected data, and
4) reporting on findings and recommendations (for details, see Rosén et al. [24]).
The framework should be viewed as modular, where UX goals and metrics can be
added or removed in order to target the different expectations factors. Included
in the framework are the formulated UX goals and the metrics (data collection
techniques) used to assess the three main factors. These UX goals and metrics
can be found in Table 1. Each metric relates to either hedonic or pragmatic
qualities [9].
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Table 1. The social robot expectation gap evaluation framework

3 Method

In this paper, we report on how parts of the social robot expectation gap eval-
uation framework can be applied from a UX evaluation perspective. This is
exemplified by a subset of data collected from a larger experiment on the role
and relevance of expectations in social HRI (for a full list of metrics for the full
experiment, see Table 1). The structure of this section follows the phases of the
framework to illustrate how our testing was performed: scenario, data collection,
and data analysis. The final phase, results, is presented in Sect. 4.

Fig. 2. The set-up of the interaction

3.1 Phase 1: Scenario

The developed scenario enabled the human user to interact first-hand with the
Pepper robot in our lab. The physical layout of the lab is a 60m2 room where
half of the open space was dedicated to the human-robot interaction setup. The
underlying idea was that the user and the robot should be able to get to know
each other in a more exploratory way, being engaged in dialogue. There were
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two interaction sessions in total, lasting 2.5min each. The users were informed
that the study’s aim was to investigate how people interact with a social robot
that is intended to be used in the home and that they could ask the robot about
anything. A pilot was conducted to try out the scenario. Once the scenario was
chosen, baseline and max levels relating to the UX goals and metrics were set to
fit the scenario. The baseline level considered the minimum acceptable level for
the interaction and target levels and the desired level for the interaction. These
levels are presented in the Subsect. 3.2.

The Robot and the Dialogue System: To study users’ expectations of
robots from a first-hand perspective, we created a scenario with the social robot
Pepper manufactured by Aldebaran [28]. Pepper is a 120 cm tall social robot
designed to interact with humans. The autonomous life functionality built into
the Pepper robots was used, including simulated breathing and awareness (head
turns) towards the user [28]. The robot was equipped with a customized dia-
logue system powered the OpenAI GPT-3 large language model [1], developed
by the second author. Users’ speech was recorded using the robot’s microphones
and translated into text using Google’s speech-to-text cloud service. Recognized
text was sent to the GPT-3 text-davinci-002 model for computation of suit-
able dialogue responses. Resulting text responses were transformed into spoken
language using the ALAnimatedSpeech module, built into the default NaoQi
middle-ware delivered with the Pepper robot. The animated speech module pro-
duced synthetic speech accompanied by head and arm gestures. A more detailed
description of the dialogue system is available in [4]. The motivation for devel-
oping the above dialogue system was to enable a more natural, smooth, and
intuitive dialogue between the user and the Pepper robot.

3.2 Phase 2: Data Collection

We purposely sampled [22] a subset of ten (N =10) users who were recruited
for a larger empirical study in our lab. The inclusion criteria were 1) that they
had no prior experience of interacting with social robots, and 2) that they were
either Swedish or English native speakers. There were 6 women, 4 men (no-one
self-described or chose non-binary), with ages between 20–49 years (M =31).
The users were informed of the purpose of the study and informed consent was
distributed, read, and signed by the users before the interactions. The evaluation
was conducted in accordance with the Declaration of Helsinki.

Once entering the lab, the users filled in a questionnaire with background
information about their age, gender, first language, previous experience with
robots, and interest in robots. The users were asked to sit on a chair approxi-
mately one meter in front of the Pepper robot and were then instructed to engage
in open conversation with the robot, with sessions for filling in questionnaires
between the two interactions. The two interactions were video recorded. At the
end of the two interactions, an open-ended post-test interview was conducted
that focused on the users’ experience of interacting with the robot. Afterward,
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the users were debriefed, encouraged to raise any questions, and thanked for
their participation. They were informed how the Pepper robot and its speech
system functioned. The first author did the data collection. We focused on the
following metrics:

The Robot Anxiety Scale (RAS): RAS was collected before the interaction,
after the first interaction, and after the second interaction. RAS consists of three
subscales with different themes relating to anxiety: S1: anxiety toward commu-
nication capability of robots, S2: anxiety toward behavioral characteristics of
robots, and S3: anxiety toward discourse with robots. The scale is on a 6-point
Likert-scale, with low scores meaning less anxiety (1: I do not feel anxiety at
all, 6: I feel anxiety very strongly), and the individual score is calculated by
summing the scores for each sub-scale [18,19]. The base levels for RAS before
the interaction were for S1: 9, and for S2 and S3: 12; baselines after the first
interaction were for S1: 8, and for S2 and S3: 11; and baselines after the second
interaction were for S1: 7, and for S2 and S3: 10. Target levels for RAS before the
interaction were for S1: 7, S2 and S3: 10; target levels after the first interaction
were for S1: 6, S2 and S3: 9; and target levels after the second interaction were
for S1: 5, and for S2 and S3: 8.

Interruptions: Video recordings from the interaction for the amount of time
the users were interrupted by the robot while talking were collected. The base-
line levels for interruptions for the first interaction were 2 and for the second
interaction was 1. The target level for the first interaction was 1 and for the
second interaction was 0.

Post-test Interview: These five questions were asked after the second inter-
action: (1) How did you feel the interactions went?, (2) Did you experience any
difference between the first and second interaction?, (3) Did you have any expec-
tations of how the interaction would go?, (4) Was anything surprising about the
interaction or the robot?, and (5) Did you have any specific emotion during the
interaction? The interviews were video recorded and then briefly transcribed.

Observations: Field notes were taken by the first author and video recordings
were done for upcoming analysis.

The baseline and target levels were the same for all of the qualitative measures
(post-test interviews and observations). The baseline for the first interaction was
negative, and the baseline for the second interaction was neutral. The target level
for the first interaction was neutral, and the target level for the second interaction
was positive.

3.3 Phase 3: Analysis of the Data

The collected data were analyzed via triangulation [8,15,22], in which the col-
lected quantitative and qualitative data were compared and contrasted, focusing
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on identifying UX problems of coping with disconfirmed expectations. The anal-
ysis centered on the four UX goals. Of special interest were if anything required
more cognitive processing, affect, or any altered behavior during the interaction.
After the data collection, the video recordings of the interaction sessions with
the Pepper robot and the post-interviews were analyzed and briefly transcribed
by the last author. The transcripts from the video recordings were then ana-
lyzed, zooming in on interruptions, repetitions of questions, or hesitations from
the users while interacting with the robot. We also analyzed and interpreted
the characteristics and content of the human-robot conversations, users’ facial
expressions, and body language when interacting with the Pepper robot. We par-
ticularly looked for evidence and findings in the data that pointed in the same
direction, implying that there we identified relevant UX problems that needed
to be considered.

4 Results

In this section, the results from the collected quantitative and qualitative data
via triangulation [8,15,22] of the RAS questionnaire, number of interruptions
as well as the analysis of the observations and interviews are presented. For an
overview of the results in relation to the UX goals, see Table 3.

First, the overall findings regarding users’ experiences interacting with the
Pepper robot and the expectations of interacting with the robot before, during,
and after are presented and described. We present whether, or to what extent, the
four UX goals are not fulfilled, partly fulfilled or fulfilled in Sect. 4.1. The outcome
of the triangulation is then presented for each of the four UX goals, in which the
most relevant positive or negative UX aspects related to how users’ expectations
are presented. The presentation of these findings consists of descriptions of most
important identified aspects of expectations and UX problems combined with
quotes from the users. In Sect. 4.2, we present some recommendations based on
the scope and severity ratings of the identified UX problems.

4.1 Aspects Related to the Four UX Goals

We here portray a more nuanced picture of this particular UX goal and identified
UX problems.

UX Goal 1: The User Should Expect to Have Neutral to Positive
Emotions Towards the Robot. The findings show that on a general level,
this UX goal was not fulfilled. The RAS scores strongly support the claim that
this UX goal is fulfilled because it reaches the target levels in all instances,
except for RAS subscale 3: anxiety toward discourse with robots, by one point
in ‘before the interaction’. The data for RAS were collected for each subscale and
before the interaction, after the first interaction, and after the second interaction.
A high RAS score means higher level of anxiety. The scores are presented for
each data collection point: The overall scores for RAS S1 (range: 3–18) were 6
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(SD =2.26), 5 (SD =2.98), 5 (SD =2.10). The overall scores for RAS S2 (range:
4–24) were 10 (SD =4.75), 8 (SD =4.24), 7 (SD =3.66). The overall scores for
RAS S3 (range 4–24) were 11 (SD =3.25), 8 (SD =4.76), 8 (SD =3.29).

For the qualitative data, there is a mixture of experiences among the users
moving toward the negative, and there are mixed feelings and facial expressions
within an individual user from the qualitative data. For example, four of the
users displayed rather hesitant or reluctant behaviors toward the robot during
the interactions, such as sitting in front of the robot in more defensive positions.
Examples of postures were leaning a little backward on the chair, crossing their
arms in front of the chest, or putting their arms on top of the crossed legs. One
user displayed several signs of stress or anxiety, frequently scratching one of her
legs intensively. The users having a more reluctant position quite often squeezed
or played with their hands or fingers, especially when the interaction did not
proceed well or when the robot did not respond. Two of the users displayed a
more neutral position, looking interested but still a bit reserved. Two users were
leaning forwards toward the robot and looked interested and seemed to invite a
closer interaction space with the robot.

One user was very frightened by the robot initially and thought that the robot
actually would attack or punch him while the robot raised its arms. One of the
more reluctant users giggled repeatedly during the interactions, and although the
users most of the time focused their gaze on the robot, several users looked away
warily from time to time. However, one of the users who was rather reluctant from
the very beginning actually moved the chair closer to the robot after a while and
leaned more forward. Once when the robot’s arms reached out towards the user,
the same user immediately leaned slightly backward, but then leaned forward
when the robot’s arms were put to a more natural position. Many users displayed
rather curious or interested facial expressions, albeit a bit reluctant. One user
displayed a fearless facial expression and was very active in the interactions. Two
users looked more neutral although still interested. Many users displayed rather
confused or puzzled facial expressions, albeit usually looking more interested and
even smiled a lot when the interaction went well or when the robot responded to
them directly. Only two users looked very amused or amazed and continued to
be in a positive state throughout the interactions. Most displayed behaviors were
rather stable during the interactions, with the general impression that they were
more relaxed during the second interaction and then focused more on engaging
in conversations with the robot than considering emotions towards the robot
itself.

Several statements by the users at the post-test interviews showed rather
mixed or negative emotions towards the robot. For example, one user who dis-
played a rather reluctant behavior stated: “I didn’t have any emotions toward
the robot.” Many users expressed that the experience was very interesting and
fascinating and that they did not really know what to expect in general, and con-
sequently did not know what emotions to experience from the robot explicitly. It
seems that many different feelings and emotions occurred at once which caused
them to be unable to categorize or verbalize their emotions. This can indicate
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a tentative UX problem due to a lack of prior experience and that they have
not yet formed any precise emotions towards the robot. Therefore, the majority
displayed and expressed rather puzzled or hesitant emotions towards the robot
although being interested or fascinated at the same time. In sum, the dominant
experience is rather negative primarily in relation to expecting to have neutral
to positive emotions towards the robot.

UX Goal 2: The User Should Experience Effortless Cognitive Process-
ing During the Interaction. The findings show that on a general level, this
UX goal was partly fulfilled. The dominant user experience is slightly negative
initially and alters into a more positive one in relation to effortless cognitive
processing between the first and second interaction. There is a mixture of how
effortless the cognitive processing was during the interactions among the users,
since the ways the interactions with the robot unfolded affected cognitive pro-
cessing. The human-robot interaction proceeded very smoothly for two of the
users, and they did not experience any cognitive strain. For the rest of the users,
the picture is more puzzling. One user expressed: “I was rather unprepared, so
it was a bit difficult to know what to talk about, but my impression is that he
[the robot] tries to answer in a way so I should feel as comfortable as possible.
However, I noticed that he lied to me since he said that he liked to eat food, which
make me realize that maybe he lies about other stuff too . . . which was slightly
uncomfortable.” The user continued: “the robot’s attempt to have no opinion and
be impersonal makes him a little uncomfortable, it becomes difficult to categorize
it [the robot] and we humans like to do that.. it feels strange that it doesn’t have
any personality.”

Several users struggled with engaging the robot in a dialogue, and when the
robot did not respond swiftly, or not at all, they expressed confusion about how
to behave. For instance, they repeated questions, raised their voice, and asked
other questions. One user said: “it was hard to know what to talk about with
the robot, I don’t know what level the robot is at.” One user felt embarrassed
and guilty when the robots’ reply was objective and not personal regarding
what culture he liked: “when I talked about cultures, he didn’t answer which
country [the robot liked] but that all cultures are exciting...[implying] that he has
no preferences. . . it’s very much like this [nervous laughing] unpredictable...No,
it feels stiff..., but I felt like a bit crappy because I thought it was stiff, you felt a
bit guilty...on behalf of the robot [laughing].”

For another user, during the first interaction, when the dialogue had not gone
well for a while, and the robot’s responses were totally random with regard to
the content of the raised questions, the dialogue ended. The same user expressed
explicitly: ”I don’t have any idea what to say, it [my mind] stands completely
still.” Another user expressed similar thoughts: “Instead of having a conversa-
tion, the robot responded with long answers like. . . pre-programmed... You can
only ask one question and know it understood what I said... then I had to sit
and think – what should I ask now?.” The above users raised rather polite or
personal questions to the robot, in order to get to know the robot better and
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many of these questions were rather personal, such as: What is your name? How
old are you? Where do you live? Do you have any friends? What do you like to
eat?

One of the users applied a different approach after a while and explicitly tried
to test and challenge the robot’s capability in more detail. He had asked the
robot how old it was, and when the robot replied “I’m three years old”, the user
followed up by asking: “If you are three years old, what year were you born?.”
The robot’s response was delayed and then it answered “2016.” The user then
explained during the interview: “I wanted to see how smart he was... [I’m] very
impressed actually, but it didn’t match the age when he tried to count. . . you still
get the feeling that he is programmed in what he should say. . .He doesn’t have
his own. . . identity. . . I know he doesn’t eat Sushi so you taught him that, because
I can prove that robots don’t eat Sushi.”

It was revealed that the users experienced less cognitive effort during the
second interaction, indicating that they have acquired a certain way of interact-
ing with the robot that was experienced more effortlessly. For example, the user
that did not know what to say earlier now succeeded to engage in a dialogue
and put a big smile on her face. Another user explained the difference between
the first and second interaction: “right at the beginning, I felt, when I didn’t get
any response and so, is it me who don’t pronounce things properly. . . then you
got a little pensive and a bit worried, but then it [the interaction] started and it
felt better and then it was like when you are interacting with people, such as I
ask a question and they have to come up with an answer... I have to come up
with something new to ask. It was a bit more fun the second time when the robot
used some body language... I was a bit amused.”

We also noticed during analysis that RAS’s subscale 2: anxiety toward behav-
ioral characteristics of robots could hint at cognitive processing. The subscale
deals with how the robot may act during an interaction, which may affect cogni-
tive processing as unexpected behavior causes extra cognitive processing to make
sense of the behavior and how to react to it. The overall RAS S2 scores (range:
4–24) were 10 (SD=4.75), 8 (SD=4.24), and 7 (SD=3.66) which suggested
that the cognitive strain may have decreased after the interactions.

The identified UX problems were that the users have to construct questions
that the robot could answer properly at its level of capability and that the robot
itself seems to lack a kind of personality or identity that should add something
extra while getting to know each other. Hence, there seem to be explicit user
expectations that the Pepper robot is a machine, while they at the same time
implicitly expect human-like aspects in the interaction.

UX Goal 3: The User Should Expect a Pleasant and Smooth Interac-
tion. The findings show that on a general level, this UX goal was not fulfilled.
For this particular UX goal, we focused mainly on the general flow between the
users and the robot during the first and second interactions. For three of the
users, it was rather hard to establish an interaction during the first interaction.
The identified reasons for that were that the robot was unable to perceive the
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users’ voices, mainly because they spoke too quietly or that the robot could not
recognize what they said. As one user reflected: “it feels unnatural to talk so
loudly when you are sitting as close as you do to talk to the robot.” On three
occasions the robot needed to be restarted by the test leader. As a consequence,
one of these users frequently turned her face towards the test leader, who was
sitting behind a screen, in an attempt to get some support when the informa-
tion flow was not fluent. Another consequence was that several users were rather
hesitant and unsure of how to interact with the robot to experience a smooth
interaction.

It was revealed that the quality of the interaction also depended on how the
user’s questions were raised and what kind of questions were asked. Many ques-
tions were more on declarative knowledge, like common facts and basic knowl-
edge about Pepper. For these kinds of questions, the human-robot interaction
went rather smoothly. But if the questions raised were about more procedural
knowledge and skills, the robot’s responses were not that highly appreciated. For
example, some users asked if the robot could perform some movements, dance,
and sing songs like ‘Happy Birthday’ or ‘Baa Baa White Sheep’. These users
seemed to examine whether, or to what extent, the robot was able to perform
these tasks. They were rather disappointed; although the robot moved its arms,
the robot neither danced nor sang. The robot’s reply was that it was able to
sing’Happy Birthday’ (without singing the tune) and the response for the ‘Baa
Baaa White Sheep’ sing request was to utter “bad, bad”. As one user expressed
it: “I have to speak slowly, you can’t speak too fast and [you have to] speak clearly
too. . . as you might do with older people while the robot answers like a child. . . it
becomes very shallow, I don’t like to speak in this way.” Another user said: “I
don’t know what to expect, there was a lot of stops [in the interaction], proba-
bly because it won’t be the same conversations as with a person.” Other users
argued that the interaction was a bit repetitive and stated that “[if you make]
short commands you got relevant answers, but otherwise it was not possible to
have a good communication.”

However, three of the users experienced much more pleasant and smooth
interactions and one user said: “my first impression was that it was rather intel-
ligent, but better than a chatbot, and he [the robot] thought about weather and
could learn facial expressions. . . I had slightly pessimistic expectations before and
I wondered if he [the robot] can read facial expressions, feels like he can do it.
Surprisingly he did. . . I felt quite happy during the interaction, quite a unique
experience!” Two of the users’ interactions with the robot went very well, one
said: “[the robot] was really cute, I thought it would be less advanced... and so
it was super!” and the other said “it wasn’t difficult or hard to talk with the
robot” both expressing very happy facial expressions and with fascination in
their voices.

It was evident that the expectations of a more pleasant and smooth interac-
tion were confirmed to a higher extent between the first and second interaction
generally. One user that had a rather non-fluent interaction during the first
session, said: “it was one-sided, . . . [like an] interview, it answered very gener-
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ally. . . kind of having google in front of you, but the second turn was better, it is
fascinating compared to what people want.” Another user raised similar thoughts,
stating: “I knew better how he [the robot] behaved. . . I knew a little better how it
moved and didn’t”, and “you know more what you have to play with...it’s like
that with all the people you meet at first, it’s a bit tough...I knew a bit more
the second time.” Although several users expressed that they have learned how
they interacted with the robot between the interactions, there were some hesita-
tions about the robot’s actual interaction behavior and capabilities, as one user
reflected: “it was exciting that they [robots] have so many answers. . . it feels like
they are looking up the answers to what you are talking about. . . and it is a bit
spooky. . . you don’t know what they are capable of.”

Another expressed that the experience of interacting with the robot was a
bit unpleasant: “I’m feeling curiosity and a little discomfort, not in such a way
that you are in danger but more what will happen... so that if you talk about the
same thing, he could answer something outside of what you talked about...”

The identified UX problems were that the robot did not respond to some
voices, the questions should be stated in a certain manner for a smooth interac-
tion, and the robot was unable to respond by performing actions or behaviors
asked for to a high extent.

UX Goal 4: The User Should Expect to Have Ease of Conversation.
The findings show that on a general level, this UX goal was partly fulfilled. The
target level for interruptions in the first interaction was met; however, there were
interruptions in the second interaction. Four of the ten participants experienced
an interruption by the robot; two of them experienced interruptions by the robot
twice, and the other two experienced interruptions by the robot once.

For the qualitative data, we focused on the conversation quality between the
users and the robot during the first and second interactions. As revealed in the
third UX goal, the ease of conversation varied in the interactions between the
users and the robot. One user had a non-fluent interaction with the robot from
the start, because the robot did not recognize his voice. The user reacted to this
by moving his chair closer to the robot and reaching for its hands. When the
interaction was ongoing he then leaned backward. He later on explained, while
gesturing vividly, that the expected the conversation to be more verbal and that
the robot would be more engaged in the conversation. He experienced it rather
surprising that the robot didn’t respond, and that the robot sometimes made
rather random moves that he considered a bit uncomfortable. He then explained
that he felt a bit embarrassed when the robot didn’t respond to his interaction
attempts, verbally and non-verbally. He stated that he felt a little anxious, but
at the same time curious about the robot during their uneasy conversations. The
cumbersome conversations resulted in many hesitations and lack of interaction
between them, and he concluded: “I felt uncomfortable with the silence between
us, as soon as he [the robot] answered, I wanted to ask another question. . . I didn’t
want it to be quiet and he would look at me. . . but this [characteristics of ] human
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interaction is not there. . . .” Hence, the silence between them was experienced
as uncomfortable from a human-human interaction perspective.

In contrast, a user with a very fluent and pleasant interaction said: “It
[the robot] was really cute, I thought it would be less advanced and so it was
super. . . surprising how good it could answer things... could keep the thread and
that it could ask a follow-up question and that it joined the conversation...you
didn’t have to clarify... it was surprising.” She then explained that she felt a lot
of curiosity, little nervousness, and that it was a super interesting experience.

It was also revealed that the majority of users experienced qualitative differ-
ences in the ease of a conversation between the first and second interactions. As
one of them said: “in the first [interaction], I asked questions and in the second
one, it felt more like an interaction ... a conversation ... in the second one it was
a flow. . . because you ended up in the interaction more. . . I felt that the second
time I started talking, the robot reacted to me. . .The first time the robot didn’t
ask any questions back, it was stilted, but the other time, it flowed like that then
it happened that I didn’t think about that... because the robot made suggestions
that maybe we should do this or that. . . it wasn’t like the robot was leading the
conversation but that I came up with other things [to say] and so on.”

It became rather evident that the users, although aware that the robot was
an artifact, still made comparisons to how humans act in a conversation. For
example, one user explained: “when I first met the robot and sat down I felt a
little bit nervous, I did not know what to do and so, but then I thought that she
[the robot] should have done something like ‘O hello, please sit down [while the
user made a ‘have a seat’ gesture].” He said that he was very clueless and nervous
since he did not know what to do initially. He ended by arguing: “she [the robot]
should say the first things, she should start. . . ’Hi, welcome’ and stuff. . . because
if you just sit. . . If you see how humans interact with each other, one always
takes the first step, and when we talk with robots, we know that they are not as
intelligent as humans, so they should say the first word or so just so we can feel
relaxed.”

The identified UX problems were that most of the users did not experience
any ease of conversation, mostly because their expectations were that the con-
versation should mimic human conversation aspects although the robot was not
a human but a machine. Hence the robot’s appearance and behavior resulted in
mixed expectations.

4.2 Severity and Scope of the Identified UX Problems

In this section, we have arranged the identified UX problems into scope and
severity. The scope was either global or local, where global UX problems entail
the interaction with the robot as a whole, and local problems only entail cer-
tain moment(s) of the interaction. The severity of the UX problems provides
insights into which kinds of re-design should be prioritized or what aspects need
to be studied in more depth. The scope and severity dimensions provide some
recommendations for how to reduce the disconfirmed expectations in the chosen



Applying the Social Robot Expectation Gap Evaluation Framework 185

scenario as well as some insights into how and why the users altered or changed
their expectations.

We identified two global UX problems with high severity. The first is a lot
of times the users utterances are not recognized by Pepper causing a bad UX.
The other one is that the dialogues are usually experienced too simple and
superficial. A local problem of medium severity is that the robot was unable to
respond to requests to perform certain actions and behaviors. The overall global
UX problem with high severity and scope is the mixed messages perceived from
the robot’s appearance and behavior during human-robot interaction. The users
seem to expect a human-like way of acting and interacting with the Pepper
robot, although they grasp that it is a machine.

5 Discussion and Conclusion

Our findings show that UX goals 1 and 3 were not fulfilled, whereas UX goals
2 and 4 were partly fulfilled (Fig. 3). These obtained results are based on the
majority of the users, however, it is worth noting that 3 out of the five had most
UX goals fulfilled with successful interactions and overall positive UX. This
shows that there is quite a drastic variation between users, with some having a
more positive UX while other’s having a more negative UX.

A major insight derived from our analysis is that a lot of changes, relat-
ing to the three factors of expectations, actually emerged during the first-hand
encounter of interacting with a robot. To interact per se with the robot in real
life seems to have a big impact on the users, whether it resulted in a positive or
negative UX.

Our findings also showed that the interactions, generally, improved between
the first and second interactions. Several users had better interactions the second
time, and no users had a more positive UX in the first interaction compared to the
second interaction. These results show the importance of studying expectations
temporally, as it changes over time in human-robot-interaction. These results are
in line with previous research on how expectations can change in HRI [7,21,27],
although this research is still in its infancy.

Another interesting insight is that users seem to implicitly expect human-
like behavior from the robot and subsequently experience disappointment when
these expectations are not confirmed, relating to Olson et al.’s [20] dimension
of explicitness of expectation. During the post-test interview, many users stated
that they were not impressed and made it clear that it was a robot, but at the
same time compared the robot’s behavior to a human from an anthropomorphic
perspective. As robots are indeed not actually human, this sets up for discon-
firmed expectations and bad UX as robots cannot live up to these expectations.
This anthropomorphic expectation did not appear to become stable during the
two interactions, similar to the study by Paetzel [21] who saw that anthropomor-
phism became stable at the end of the second interaction. It is possible that this
expectation dimension would be adjusted if the users had the chance to interact
for longer time periods with the robot. Future research includes increasing the
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interaction periods in order to uncover how expectations work on a deeper level,
develop other kinds of scenarios, and use other robots than Pepper.

During our analysis, we found that the RAS questionnaire and its subscales
were appropriate for several UX goals, covering more expectation factors than
affect. For example, subscale 2’s theme relates to the behavioral characteristics
of the robots, which could also be used to measure UX goal 2 as unexpected
behavior from the robot may put a strain on the cognitive processing by the
users. Subscale 3’s theme relates to discourse with robots, which could also be
used to measure UX goal 4 as unexpected discourse from the robot may lead
to less ease of conversation. This shows how interrelated the expectation factors
are, and strengthens the argument to use data triangulation when analyzing
users’ expectations.

We also noticed during the post-test interview that several users admitted to
have had some experience with Pepper before this study, usually non-interactive
but having been presented with the robot in various contexts, despite they
reported that they have no previous experience with robots.

We want to note that there is some discrepancy between our framework
(presented in [24]) and the present study, as we added two more measures (three
items for a closeness questionnaire [30], and one item asking for the perceived
capability of the robot). These measures are not present in this work and will
be presented, along with the other questionnaires, in future publications. With
this work, we have started to disentangle how expectations work and affect
users’ experiences during human-robot interactions. More work needs to be done
in order to validate the social robot expectations gap evaluation framework,
including considering more of the metrics (e.g., length of conversations) from
the original framework.

Our findings indicate that more aspects of Olsen’s et al. [20] model should be
incorporated into the future development of our framework. We are inclined to
further investigate how the dimensions of expectations; certainty, accessibility,
explicitness, and importance are aligned to the user experience [20]. In partic-
ular, we want to investigate and analyze accessibility, explicitness, and their
relatedness in more detail. Accessibility denotes how easy it is to activate and
use a certain expectation, which we suggest is partly involved in the initial user
experience when users are interacting with a social robot first-hand. Explicitness
denotes to what degree expectations are consciously generated. The perceived
mixed messages between knowing that a robot is a machine, but still comparing
the conversations with the robot with human-like interactions imply that there
are some hidden expectations that effects these mixed messages due to users’
non-existing or limited first-hand experiences of interacting with social robots.

To conclude, we would like to point out that studying the relationship
between expectations and user experience is of major concern for future social
HRI research since this kind of social interactive technology allows humans to
become more socially situated in the world of artificial systems [29]. As we hope-
fully have highlighted in this paper, investigating and analyzing how humans’
expectations in interacting with social robots affect user experience may provide
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additional significant insights concerning the fundamentals of human-human
interaction. It is in relationship to something more familiar, as social robots,
that the unknown becomes visible. Thus, by studying human-like robots, albeit
machines, we learn more about ourselves as humans.
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2. Alač, M.: Social robots: things or agents? AI Soc. 31(4), 519–535 (2016)
3. Alenljung, B., Lindblom, J., Andreasson, R., Ziemke, T.: User experience in social

human-robot interaction. In: Rapid Automation: Concepts, Methodologies, Tools,
and Applications, pp. 1468–1490. IGI Global (2019)

4. Billing, E., Rosén, J., Lamb, M.: Language models for human-robot interaction.
In: Companion of the 2023 ACM/IEEE International Conference on Human-Robot
Interaction (HRI ’23 Companion), 13–16 March 2023, Stockholm, Sweden. ACM,
New York, NY, USA (2023). https://doi.org/10.1145/3568294.3580040

5. Breazeal, C., Dautenhahn, K., Kanda, T.: Social robotics. In: Siciliano, B., Khatib,
O. (eds.) Springer Handbook of Robotics, pp. 1935–1972. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-32552-1 72

6. Dautenhahn, K.: Some brief thoughts on the past and future of human-robot inter-
action. ACM Trans. Hum.-Robot Interact. (THRI) 7(1), 4 (2018). https://doi.org/
10.1145/3209769, https://dl.acm.org/citation.cfm?id=3209769

7. Edwards, A., Edwards, C., Westerman, D., Spence, P.: Initial expectations, inter-
actions, and beyond with social robots. Comput. Hum. Behav. 90, 308–314 (2019)

8. Hartson, H., Pyla, P.: The UX Book. Morgan Kaufmann (2018)
9. Hassenzahl, M., Tractinsky, N.: User experience - a research agenda. Behav. Inf.

Technol. 25(2), 91–97 (2006)
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Investigating NARS:
Inconsistent practice of application and reporting
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Abstract— The Negative Attitude toward Robots Scale
(NARS) is one of the most common questionnaires used in the
studies of human-robot interaction (HRI). It was established
in 2004, and has since then been used in several domains
to measure attitudes, both as main results and as a potential
confounding factor. To better understand this important tool of
HRI research, we reviewed the HRI literature with a specific
focus on practice and reporting related to NARS. We found that
the use of NARS is being increasingly reported, and that there
is a large variation in how NARS is applied. The reporting is,
however, often not done in sufficient detail, meaning that NARS
results are often difficult to interpret, and comparing between
studies or performing meta-analyses are even more difficult.
After providing an overview of the current state of NARS in
HRI, we conclude with reflections and recommendations on the
practices and reporting of NARS.

I. INTRODUCTION

Questionnaires of various kinds are commonly used in
human-robot interaction (HRI) research to study various phe-
nomena [1], and the Godspeed Questionnaire Series (GQS),
the NASA Task Load Index (NASA-TLX), and the Negative
Attitude toward Robots Scale (NARS) are the three most
common named questionnaires in the field [2]. The NASA-
TLX [3] was developed in the late 1980s and has been used
in different domains where cognitive load is a relevant factor
to measure. In contrast, both GQS [4] and NARS [5] are
developed specifically for the field of HRI. More specifically,
GQS is used to evaluate a specific robot or situation, whereas
NARS is used to measure general attitudes toward robots.

To be able to appropriately interpret measurements, it is
necessary to understand the tools used to measure, and this
is also the case when the tools in question are questionnaires.
The practices surrounding the GQS has been examined for
that purpose [6]. At the time, GQS was cited roughly 160
times according to Google Scholar [6], but has now more
than ten times that amount. NARS has also been investigated
in a similar way [7], however, that was at an initial stage
when the use of NARS had only been reported tens of times.
NARS is now cited hundreds of times, which is large enough
to provide a good sample, but small enough to allow for
adjustments to budding conventions before they become too
widespread.

We initially set out to perform a meta-analysis based on
the reported NARS data in conjunction with the examination
of practices regarding NARS. Such secondary analysis of

1Interaction Lab, School of Informatics, University of Skövde,
54955 Skövde, Sweden [julia.rosen, erik.lagerstedt,
maurice.lamb] @his.se

*Both authors contributed equally to this research.

already published data can be an important step to identify
general trends or phenomena not considered in the individual
or initial studies [8]. However, we found that NARS is not
applied consistently, nor is it reported in sufficient detail to
allow for such an analysis (a problem identified also for other
scales used in HRI [6], [9]). For that reason we decided on
investigating the following:

1) Where are articles using NARS published?
2) How are methods involving NARS reported?
3) How is NARS data analyzed?
4) How are results related to NARS reported?

II. THE NEGATIVE ATTITUDES TOWARDS
ROBOTS SCALE — NARS

NARS is a kind of Likert scale [10] and was introduced
specifically to investigate both the short- and long-term
affects of attitudes (such as anxiety) toward computers in
education and therapy, though the authors also proposed
that scale could be applied more generally [5]. Since its
introduction, NARS has been used in a variety of contexts
extending beyond its original use. The original scale was
established in Japanese [5], but an English translation has
been validated as well [11], [7].

The original formulation of NARS consists of fourteen
statements (or Likert items) divided into three sub-scales,
each related to a different theme of attitudes. Attitudes is,
according to the authors, a psychological construct that “is
defined as mental states prepared before behaviors” [5, p.35].
The first sub-scale, S1, is named “Negative Attitude toward
Situations of Interaction with Robots” and the summary
assessment range for this sub-scale is from 6–30. The
second sub-scale, S2 or “Negative Attitude toward Social
Influence of Robots”, ranges from 5–25. The third sub-scale,
S3 or “Negative Attitude toward Emotions in Interaction
with Robots” ranges from 3–15. For each statement, the
respondent indicates how strongly they agree using one
out of five different response options, from “I strongly
disagree” (coded numerically as “1”) to “I strongly agree”
(coded numerically as “5”). Three of the fourteen items are
negatively formulated, and all of those items belong to the
third sub-scale. A participant’s result consists of three values
which are calculated as the sum of the participant’s responses
to each of the sub-scales. Calculating a single NARS number
by combining the three sub-scales is not meaningful since
the sub-scales are designed to measure different kinds of
attitudes.

The appropriate way of analyzing Likert scales is an
ongoing discussion in scientific discourse in general [12],

2023 32nd IEEE International Conference on Robot and
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[13], but also in HRI in particular [14], [9]. Typically, the
recommendation is to not analyze individual Likert items
(that is, the responses to the individual statements), but
instead consider the aggregated result for each sub-scale.
By aggregating the responses to the individual Likert items
(which are a kind of ordinal data), the resulting numbers
can arguably be analyzed as parametric data (for instance
allowing for ANOVAs and t-tests). In its initial presentation
[5], NARS was administered to 238 Japanese university
students who were also asked about prior experience with
real robots. A two-way ANOVA indicated that both gender
and prior experience with robots affected the responses to
sub-scale S1.

There are some aspects of NARS to be aware of when
using or interpreting the scale. For instance, the statements
in the scale are simply about “robots”, which is a very broad
term that can refer to a diverse range of machines [15].
The responses to the questionnaire may therefore depend
on the participants’ assumptions and expectations in relation
to what kind of machine is referred to. Such assumptions
might be biased by geographical or cultural variations [15].
In addition, there are indications that the interpretation of
the statements can be sensitive to priming effects by, for
instance, presenting participants with unrelated pictures of
robots while filling out the questionnaire [16].

Another aspect to be aware of is that NARS measures
the degree of negative attitudes toward robots respondents
harbor. The lack of negative attitudes does not necessarily
mean that there are positive attitude, but could simply be
indifference. Also a participant with strong negative attitudes
could overall have an ambiguous attitude toward robots if
they simultaneously have strong positive attitudes. It is not
a problem that NARS is focused specifically on negative
attitudes, but it is important to be aware of to avoid conflating
the concepts. The inability to distinguish between neutral
(no strong feelings) and ambiguous (strong mixed feelings)
attitudes is, however, far from a unique property of NARS
[17].

To get a better understanding of the actual practice in
relation to NARS, how it is used and reported, we conducted
a literature review. Apart from providing insights regarding
methodological practices in HRI in general, it can more
specifically inform the development of new conventions
regarding NARS.

III. METHOD

To find the publications in which NARS results are re-
ported, we searched for the presence of the term “NARS” or
(inclusive) “Negative Attitudes toward Robots” anywhere in
the publication using the databases IEEE Xplore and ACM
Digital Library. We only considered papers in scientific con-
ferences, journals, and book chapters, excluding publication
types like magazines, books, and standards. Since the original
paper that introduced NARS was published in 2004, only
results from that year and up until (and including) 2021 were
analyzed. The initial search returned 380 papers, and after
removing 28 duplicate papers (found in both databases), 352

papers remained. Further, 192 other publications unrelated to
robotics were removed after manual inspection, resulting in
a final corpus of 160 documents. We did not specifically rely
on articles citing the original paper (although many papers in
our corpus do), to include publications using NARS without
reference or using some other paper as the source (e.g., [18]).

The review of the corpus was done in two rounds. In
the first round, each document was classified depending on
the reason for mentioning NARS; (1) because NARS was
used in some way in an empirical study, (2) NARS was
mentioned as background or context, or (3) NARS was
used as a reference or starting point when creating a new
scale. In addition, it was in this round noted whether the
data in the respective publication was presented in a way
that would allow a meta-analysis and if the scale had been
modified. During the second round of reviews, more detailed
information regarding practice and reporting was extracted.
This included how data was presented, what statistical tests
were used, what other methods or questionnaires were used
in conjunction with NARS, the number of response options
participants could choose from, and how the raw data was
processed to get the NARS numbers.

Two researchers (first authors of this article) performed all
the reviews. Each researcher reviewed half of the corpus for
the first round, and swapped papers for the second round.
Each paper was therefore reviewed by both researchers.
Before each round, 10 papers were randomly selected and
reviewed by both researchers to find consensus regarding
interpretations of the classifications.

IV. RESULTS

We distinguish between actually using NARS as a mea-
sure, mentioning NARS as background or for context, and
using NARS as a reference point when creating a novel
survey. The most common use of NARS, in 115 of the
160 reviewed papers (72%), was as a measure of attitudes
in the respective studies (see Figure 1). In 29 of the 160
reviewed papers (18%), NARS was mentioned as an example
or discussed as background but not actually used. In the
remaining 16 of the 160 papers (10%), NARS was instead
used as a benchmark, inspiration, or basis for the creation
of a new scale. The rest of this results section is organized
into two parts. In the first part, patterns regarding when and
where NARS shows up in the literature; all 160 publications
are used for this. The second part of the results contains
more specific details regarding how NARS was presented,
used, and analyzed, based on the subset of 115 publications
where NARS was actually used as a measure.

A. NARS in the literature

NARS was introduced in 2004 and initially the scale was
rarely mentioned or used (see Figure 2). Within a few years,
NARS started to gain more attention in the literature, and the
number of mentions are still generally increasing. Assuming
a linear increase over the last 10 years (2012–2021) results
in a Pearson correlation coefficient of r = 0.832, and the
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Fig. 1. The proportions of different purposes of mentioning NARS in the
publications.

least square approximation for the same interval results in a
regression slope of 2.3 publications per year.

Of the 160 reviewed articles, 143 articles (90%) were
published in conference proceedings, and the rest appeared
in scientific journals (15 articles, 9%) or book chapters (2
articles, 1%). For the conference papers, the most common
conferences were IEEE International Symposium on Robot
and Human Interactive Communication (RO-MAN) with 50
papers, followed by ACM/IEEE International Conference on
Human-Robot Interaction (HRI) with 38 papers of which 12
appeared in the compendium proceedings (see Figure 3). The
remaining 55 conference papers were published across 29
other conferences, mainly focused on topics such as robotics,
computing, or interaction but some with a slightly broader
scope of technology.

In 108 of the 160 articles mentioning NARS (68%),
other questionnaires were also mentioned by name. In ad-
dition to the named questionnaires, it was common to also
ask about demographic information, or adding additional
questions related to specific research questions or contexts.

Fig. 2. Number of publications per year mentioning NARS since its
introduction in 2004. “Total” is the total number of publications mentioning
NARS each year, and “Use” is the subset of the publications that actually
used NARS. The dashed line is the linear regression over the last 10 years.

Fig. 3. Number of publications mentioning NARS in the most common
conferences since its introduction in 2004. C-HRI is the companion of
the HRI conference, and mainly contains late breaking reports. All 19
conferences in the “Other”-category had one instance each.

The most commonly mentioned additional questionnaires
included Godspeed (25 papers, 12.5%), Big 5 (11 papers,
5.5%), RAS (10 papers, 5%), and RoSAS (9 papers, 4.5%)
where the reported percentages are relative to the 108 pa-
pers identifying questionnaire(s) in addition to NARS (see
Figure 4).

B. NARS when used

Looking specifically at the 115 articles reporting actual
use of NARS, the work of identifying trends and practices
was made difficult by the inconsistent and sparse report-
ing of relevant information. In the first round of reviews
we identified two particular aspects of NARS that seemed
inconsistent in how it was applied; (1) the number of re-
sponse options participants had for each Likert item, and (2)
what item evaluation method was used by the researchers
when preparing the data for analysis. We found that most
papers reported either both (39 papers, 34%) or neither (44
papers, 38%). Twenty papers (17%) reported only the item
evaluation method, and 12 papers (10%) reported only the
number of response options (see Figure 5). Thirteen of the

Fig. 4. Prevalence of most common scales used together with NARS, pre-
sented together with the most common scales found in 2022 by Zimmerman
et al. [2] in their survey of the HRI field. Note the broken axis, and that
NARS is found in 100% of the papers in our corpus due to the selection
criteria of our survey.
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Fig. 5. The distribution of the 115 papers using NARS that report both
number of response options and item evaluation method, neither, or only
one of the categories.

39 papers reporting both the number of response options
and item evaluation method (33%, 11% of the 115 papers
using NARS) followed the original conventions [5] both with
regards to the number of response options (5 options) and
item evaluation method (the sum of responses to the Likert
items for each sub-scale). In 12 of the 39 papers (31%),
the conventional five options were used but together with
an unconventional method of evaluation, and in 14 papers
(36%) neither convention was observed. No paper reported
the conventional evaluation method with a different number
of response options.

When it comes to practices of reporting the NARS results,
of the 115 papers using NARS, 30 papers (26%) did not
present any numbers related to NARS, and 35 papers (30%)
only presented the numerical results of NARS through some
kind of statistical test. In the 50 remaining papers (43%)
some reportings of NARS results were done, but only 14 of
these papers (12% of the papers reported using NARS) in-
cluded mean, standard deviation, and number of respondents,
which would be necessary for meta-analysis [19].

The original formulation of NARS specified 5 response
options for each statement in the scale [5]. In the papers
using NARS ranges were reported anywhere from binary to
8 possible responses. In 40 papers (35%) it was possible
to identify that five options were used, whereas it was not
possible (from the provided text) in 56 papers (49%) to
identify how many response options existed for each item. In
14 papers (12%) it was possible to identify that seven options
were used, and the remaining 5 papers (4%) used some other
range of options, all of which had an even number of options
(see Figure 6).

To calculate the score of each sub-scale for a respondent,
the sum of the responses to the corresponding Likert items
are calculated. Sixty-four papers (56%) did not report how
the results for the sub-scales are calculated, nor is it pos-
sible to make any conclusive inferences based on reported
numbers (see Figure 7). Of the 51 papers (44%) where it
is possible to identify the method, only 15 papers (29%,
13% of all papers using NARS) used the sum (as originally
intended [5]), whereas 35 papers (69%, 30% of all papers
using NARS) instead reported calculating the mean item
response for the respective sub-scales. One paper (2%, 1%
of all papers using NARS) reported analyzing the response
data at an individual item level.

Fig. 6. The number of possible response options when using NARS
(validated with 5 options [5]). The “other” category captures the instances
when 2, 4, 6 or 8 options are used.

Papers that used NARS often reported statistical tests. In
107 papers (93%), some kind of statistical test was reported,
however, only 76 papers (66%) report statistical tests in
relation to NARS. In 4 of those papers, the results of the
statistical tests were presented without any reference to what
kind of test was made. The most popular statistical tests
including NARS data were ANOVAs (and to a lesser de-
gree ANCOVA and MANOVA), various kinds of regression
analysis, and Student’s t-tests.

As a final note on the use of statistics, there were 16 papers
among the reviewed 160 (10%) that created new scales.
Among those 16 papers, 8 papers (50%) reported a measure
of internal consistency (in relation to some other measure
of the respective phenomena of interest), primarily through
Cronbach’s alpha. Two of the 16 papers (13%) reported that
tests of internal consistency had been used, but no further
details were reported. The remaining 6 papers (38%) did not
report any internal consistency or reliability of the items.
Among the 115 papers that used NARS, 9 papers (8%)
reported Cronbach’s alpha to confirm the internal consistency
of the scale.

Fig. 7. The analysis practice when calculating the score for the respective
sub-scale for each participant (validated using summation [5]).
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V. DISCUSSION

Despite not being able to perform the initially intended
meta-analysis, we did identify three general patterns; (1) the
reported use of NARS is increasing, (2) the specifics of how
it is used varies, and (3) so does the level of detail in the
reporting. After a brief discussion on each of these respective
findings, we will conclude with a general discussion and
recommendations.

A. NARS reporting is increasing

We found that the number of new publications per year
mentioning or using NARS is increasing. It is, however,
likely that the linear regression is on the overly-conservative
side, and the growth might be faster than linear. GQS
had, for instance, roughly 160 citations six years after its
publication, but has now (another eight years later) more
than ten times the citations. The rate of growth is slower for
NARS compared to GQS, evident by NARS being slightly
older while still being cited fewer times, but the number
of annual publications using NARS is growing nonetheless.
We had expected a larger total number of publications using
NARS, given how well known that questionnaire is in the
field and that general attitudes toward robots could arguably
be a relevant confound in most HRI and social robotics.
The relatively low number of citations could potentially
be explained by null results often remaining unreported,
however, such a hypothesis is difficult to examine. In the
reviewed papers, it was not unusual to mention that NARS
was used, but not report any results related to NARS, which
could be seen as weak support for such a hypothesis. There
are, however, other reasons for such reporting, such as studies
with several results might spread the reporting of the result
over several publications. The absence of evidence is after
all not evidence of the absent.

B. NARS is not applied consistently

NARS was used in many different kinds of studies, often
complementing other methods and techniques. This is one
of the strengths of NARS; to get a quick and comparable
measure of the participants’ attitudes toward robots. Such
measure can be used as a basis for a result in its own right,
or simply to examine a potential confound. However, NARS
was established and validated using a set of 14 different
Likert items, phrased in a particular way. The scale was
also established and validated using five response options
for each item, and each of the three sub-scales are to be
analyzed by summarizing the responses to the related items.
Despite that, we saw a large variation in how NARS was
used, such as removing, adding, and rephrasing Likert items
of the scale, changing the number of response options, and
changing way to analyze the response options. This was often
done without validating the new version of the scale. Without
a new validation, it is difficult to tell to what extent the
results of the questionnaire relates to the actual phenomenon
of interest [1]. Changing too many things will also make it
difficult to determine how the NARS results of one study
compares to the NARS results of another.

C. NARS is not always reported in sufficient detail

There were also many unreported aspects related to the
questionnaire. It was often difficult to tell how and when
the questionnaires were provided to the participants, how
the data was processed and analyzed, and what the analysis
resulted in (including how it was interpreted). For some of
those aspects, such as number of response options and phras-
ing of Likert items, there are conventions established with
the validation [5], and it is reasonable to assume that those
conventions are followed unless explicitly stated otherwise.
We did, however, find several papers where the reported
NARS numbers were not possible given the conventional
methods, so there is always the risk that such assumptions
are wrong. Again, the absence of evidence is not evidence of
the absent, so not reporting certain practices is not conclusive
evidence that they were not followed.

Other aspects are not dictated by the validation of the
scale. Some aspects were, for instance, related to the partic-
ularities of the specific study, such as what statistical tests to
perform or how to integrate the questionnaire with other tasks
and measures. Providing such details in each respective case
is important to make it possible to understand the context
in which the scale is used, which is particularly important
given indications that the measure might be sensitive to some
priming [16], [15].

D. General discussion and recommendations

Since NARS is such a popular and well known tool for
researchers in HRI while still having a manageable amount
of published work (similar to GQS when examined by [6]),
this is an opportune time to learn from the practices regarding
NARS so far, and identify and adopt appropriate conventions
moving forward. Although some conventions are already
established in relation to NARS, there might be reasons to
change some of them. Changes might be due to particularities
of a specific study, or as some general improvement of
the tool. An example of the former is when the phrasing
of the Likert items needs to change to be understandable
for the participants. It might also be necessary to translate
it to a different language (e.g., Turkish [20]) or make
minor adjustments to make the statements comprehensible
to specific groups (e.g, children [21]). When doing so, it is
necessary to validate the questionnaire in the new format
to be sure that the same things are measured. Being clear
about precisely what has changed as well as how (e.g., when
adding Likert items [7]), is also necessary to allow the results
to be appropriately interpreted. The necessity of clarity and
motivation is also the case for the other established conven-
tions (such as number of response options and summing the
responses to items before analyzing the scales). Alternative
conventions might be introduced, however such cases may
require additional validation, and should be explicitly stated
to avoid inappropriate comparisons to previously published
results. When conventions are followed, the source of the
conventions should be cited (e.g., [5]).

In terms of less established methodological aspects, factors
such as when (and under what circumstances) in the study
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NARS is distributed would often be helpful when interpreting
the results. Documenting the results and experiences regard-
ing this decisions would also be an important resource when
making decisions in future studies, and in establishing and
improving methodological conventions for the field of HRI
(proposed by e.g., [7]).

A surprising amount of papers did not report any results
at all regarding NARS, and a reason for that might be
that NARS was not the only, nor the main, measure of
the respective studies. Although it is understandable to omit
results in such cases, it is still preferable with reported results
for NARS as well, even if it is just a simple statement that
no significant results were found, or explaining why those
results are omitted. When actually reporting results, it is im-
portant that it is clear what condition or sub-group the results
refer to as well as the number of participants in the respective
groups (which is not always clear in the reviewed literature).
For each sub-scale, the mean and standard deviation should
be reported to facilitate interpretation and comparisons. If
statistical tests are conducted, it should be clear which tests
are used, and relevant statistics should be reported.

VI. CONCLUSIONS

We have investigated the current practices related to the
questionnaire NARS through a literature review. The reported
use of the scale is increasing, and it is evident that there is
considerable variability in the use and reporting of NARS
in HRI research. Moreover, the lack of standard practices
only amplifies the difficulties related to comparing findings
of different studies. There are several reasons for making
changes to the scale and how it is applied, however, such
revisions need to be validated to ensure that the improved
version is still measuring what is intended. Some of the
changes might only be relevant in specific contexts, but there
might also be a need for a general revision of NARS and
its related conventions. Clear, unambiguous reporting of the
current practices would provide a valuable empirical resource
for such work. In terms of using NARS as a measure, relying
on current conventions is important to facilitate interpretation
of the results in respective studies, as well as making it
possible to compare results between studies. Reporting in
a way that would also allow for meta-analyses would make
it possible to build on the collective work of the field to
examine more general phenomena related to attitudes and
robots. Clear and unambiguous reporting is an important step
for that reason as well.

REFERENCES

[1] M. Rueben, S. A. Elprama, D. Chrysostomou, and A. Jacobs, “In-
troduction to (re)using questionnaires in human-robot interaction re-
search,” in Human-Robot Interaction: Evaluation Methods and Their
Standardization. Springer, 2020, pp. 125–144.

[2] M. Zimmerman, S. Bagchi, J. Marvel, and V. Nguyen, “An analysis
of metrics and methods in research from human-robot interaction
conferences, 2015-2021,” in Proceedings of the 2022 ACM/IEEE
International Conference on Human-Robot Interaction, ser. HRI ’22.
IEEE Press, 2022, p. 644–648.

[3] S. G. Hart and L. E. Staveland, “Development of NASA-TLX (Task
Load Index): Results of empirical and theoretical research,” in Ad-
vances in psychology. Elsevier, 1988, vol. 52, pp. 139–183.
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Abstract

The human-robot interaction (HRI) field goes beyond the mere technical aspects of developing
robots, often investigating how humans perceive robots. Human perceptions and behavior are deter-
mined, in part, by expectations. Given the impact of expectations on behavior, it is important to
understand what expectations individuals bring into HRI settings and how those expectations may
affect their interactions with the robot over time. For many people, social robots are not a com-
mon part of their experiences, thus any expectations they have of social robots are likely shaped
by other sources. As a result, individual expectations coming into HRI settings may be highly vari-
able. Although there has been some recent interest in expectations within the field, there is an
overall lack of empirical investigation into its impacts on HRI, especially in-person robot interactions.
To this end, a within-subject in-person study (N=31) was performed where participants were
instructed to engage in open conversation with the social robot Pepper during two 2.5 minute
sessions. The robot was equipped with a custom dialogue system based on the GPT-3 large
language model, allowing autonomous responses to verbal input. Participants’ affective changes
towards the robot were assessed using three questionnaires, NARS, RAS, commonly used
in HRI studies, and Closeness, based on the IOS scale. In addition to the three standard
questionnaires, a custom question was administered to capture participants’ views on robot
capabilities. All measures were collected three times, before the interaction with the robot,
after the first interaction with the robot, and after the second interaction with the robot.
Results revealed that participants to large degrees stayed with the expectations they had com-
ing into the study, and in contrast to our hypothesis, none of the measured scales moved
towards a common mean. Moreover, previous experience with robots was revealed to be a
major factor of how participants experienced the robot in the study. These results could be
interpreted as implying that expectations of robots are to large degrees decided before inter-
actions with the robot, and that these expectations do not necessarily change as a result
of the interaction. Results reveal a strong connection to how expectations are studied in
social psychology and human-human interaction, underpinning its relevance for HRI research.

Keywords: Expectations, previous experience, social robot, human-robot interaction, experiment,
expectation gap, pepper, GPT, large language models
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Abstract

The use of social robots in many sectors of society is supposed to progressively increase, although
ordinary people are still not that familiar with interacting first-hand with these robots. Humans are
experts at interacting socially, being capable of interacting with a diverse array of social actions and
interactions. Within social Human-Robot Interaction (sHRI), social robots are purposely designed
to have the appearance of agency that encourages users to interact and communicate with them in
socially appropriate ways that resemble human social interaction and cognition. This technological
development as well as the societal push towards applying social robots in various contexts, both
domestic as well as professional ones, increases the expectations of such robots. Two conditions for this
foreseen future are that social robots also need to achieve their intended benefits for human users, while
at the same time being positively experienced by them. The study of users’ expectations towards social
robots is still an emerging area within the interdisciplinary sHRI field, and there is a need to narrow the
knowledge gap of how expectations play a role in users’ experiences when interacting with these robots
over time. The overarching purpose of the present work is to disentangle how humans, as the users of
robots, experience this specific kind of in-person interaction with social robots, but also to deepen the
understanding regarding what aspects that influence their expectations over time. Qualitative data
from interactions with the social robot Pepper, equipped with the OpenAI GPT-3 language model,
were collected from an experiment. A reflexive thematic analysis (RTA) was applied to facilitate the
analysis and to identify central themes. The major findings consist of various levels of interaction
quality, different types of interaction strategies, a more nuanced picture of the social robot expectation
gap, core elements that influenced the users’ expectations and experiences, and positive and negative
user experiences that vary along four dimensions. For a majority of the participants, the initial in-
person encounter left a positive impression, which indicates that the robot surpassed their initial
expectations. However, there were also negative user experiences, mainly due to a lack of proper verbal
dialogue, and feelings of oddness and awkwardness of the current situation. These findings underscore
the intricate nature of user expectations. Recognizing the importance of implicit expectations is critical
in understanding users’ experiences, particularly as the participants appeared to encounter challenges
in expressing their explicit expectations. Moreover, it became obvious that the participants adapted
their interactions with the robot based on their perceived capability of the robot, which shaped
their experiences, revealing that positive user experience is not solely determined by the interaction
quality. To conclude, there is an interplay among many aspects when interacting with a social robot,
which makes it challenging to study certain aspects in isolation because the users’ experiences of the
sHRI are influenced by prior experiences as well as expectations, which depend on those experiences.

Keywords: Expectations, social robot, human-robot interaction, user experience, social robot expectation
gap, The social robot Pepper, OpenAI GPT-3 language model
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