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Abstract: Researchers have proposed several automated diagnostic systems based on machine learn-
ing and data mining techniques to predict heart failure. However, researchers have not paid close
attention to predicting cardiac patient mortality. We developed a clinical decision support system
for predicting mortality in cardiac patients to address this problem. The dataset collected for the
experimental purposes of the proposed model consisted of 55 features with a total of 368 samples.
We found that the classes in the dataset were highly imbalanced. To avoid the problem of bias in the
machine learning model, we used the synthetic minority oversampling technique (SMOTE). After
balancing the classes in the dataset, the newly proposed system employed a χ2 statistical model to
rank the features from the dataset. The highest-ranked features were fed into an optimized random
forest (RF) model for classification. The hyperparameters of the RF classifier were optimized using a
grid search algorithm. The performance of the newly proposed model (χ2_RF) was validated using
several evaluation measures, including accuracy, sensitivity, specificity, F1 score, and a receiver oper-
ating characteristic (ROC) curve. With only 10 features from the dataset, the proposed model χ2_RF
achieved the highest accuracy of 94.59%. The proposed model χ2_RF improved the performance of
the standard RF model by 5.5%. Moreover, the proposed model χ2_RF was compared with other
state-of-the-art machine learning models. The experimental results show that the newly proposed
decision support system outperforms the other machine learning systems using the same feature
selection module (χ2).

Keywords: heart morality; feature ranking; random forest; imbalance classes

1. Introduction

Heart disease has been a major contributor to mortality over the past decade and is
the leading cause of death [1]. The Global Burden of Disease study found that heart disease
has increased significantly over the past decade. In India alone, nearly 1.7 million people
have died from serious heart disease. According to the World Health Organization (WHO),
heart disease causes morbidity and mortality worldwide. In 2019, nearly 17.9 million
people died from cardiovascular disease, accounting for 32% of all deaths worldwide; 85%
of these deaths were due to heart attacks and strokes (WHO—cardiovascular diseases
(CVDs)) [2]. Large amounts of data are generated daily in healthcare, containing repetition,
multiple assignments, insufficient information, and a warm relationship with time [3].
These data are difficult to handle, and data mining techniques help in the sophisticated use
of these data to extract useful knowledge and draw conclusions. Thus, these techniques
help health professionals make better decisions about effective patient treatment in a
relatively short time [4]. Therefore, it is very important to develop techniques that help in
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the early detection of the disease to save countless lives. Traditional medical treatments
include diagnostic tests to detect heart diseases, such as auscultation, blood pressure, pulse
rate, electrocardiogram (ECG), and blood glucose levels. These tests are expensive and
time-consuming; the patient may be unable to wait and may need immediate treatment [5].

There are many types of heart disease, such as coronary, cardiovascular, and car-
diomyopathy. Cardiovascular diseases affect blood flow and veins and are usually related
to the heart [6]. The diagnosis of coronary disease can be divided into three main tasks.
First, datasets are analyzed, then multiple designs are created, and finally, the design that
combines the lowest possible cost with the greatest possible efficacy is selected. Finally,
the correct information is extracted from the datasets, and the resulting observations are
made. Since there are many risk factors, such as high blood pressure, a fast heartbeat, high
cholesterol, diabetes, the heart, and other parameters, it is difficult to predict the mortality
rate related to the heart. Certain data mining techniques, such as neural networks and
machine learning, are used to determine the severity of the disease. Other methods, such
as Naive Bayes (NB), decision tree (DT), K-nearest neighbor (kNN), and genetic algorithm
(GA) are also used in classifying the severity of disease [7]. Heart diseases are difficult to
treat because they have complex effects on patients’ lives; therefore, they are difficult to
manage, and if not treated carefully, they can cause severe damage to the heart, ultimately
leading to the patient’s death [8].

Researchers have designed and developed several clinical decision support systems [9],
and automated diagnostic systems based on machine learning and data mining for various
disease conditions, such as hepatitis [10], dementia [11,12], and heart disease [13,14]. One
of these methods was presented by L. Ali et. al., who proposed a deep neural network-
based diagnostic system for cardiovascular disease prediction. The authors claim that the
χ2 model for feature classification in their proposed work has an accuracy of 93% [14].
Javeed et al. proposed an intelligent learning system based on a random search algorithm
and RF for early heart disease prediction. Other researchers also developed other methods.
The accuracy of their proposed model was 93.33%, which was the highest possible [15].
Chen et al. [16] used ECG data to predict cardiac issues early. The method uses a two-stage
predictive framework for processing ECG data. A global classification factor compared
abnormalities with a universal reference model. Pecchia et al. [17] built a health mon-
itoring system to identify patients with heart failure. A data mining strategy using the
CART method and HRV was used for feature extraction. The proposed method achieved
96.39% accuracy in identifying heart failure cases. The accuracy in determining the severity
of heart failure was 79.31%. The publicly available RR Interval database was used for
the studies as the data source for heart failure. The dataset contained information from
83 participants, 54 of whom were healthy and 29 of whom were diagnosed with heart
failure. Kumar et al. [18] utilized a fuzzy resolution process for heart failure detection.
The proposed solution involves a combination of ANN and fuzzy logic. The approach
was evaluated using an open-source dataset of cardiac disease from Cleveland. The accu-
racy of the proposed ANFIS model was 91.83%. MATLAB was used for all experiments.
Maio et al. [19] used an enhanced random survival forest to make a model that predicts
how long heart failure patients will live in the hospital. A public dataset from the MIMIC
II clinical database was used for the trials. This dataset had 8059 patients and 32 charac-
teristics. The suggested approach had 82.01% accuracy. A.A. Almazroi [20] developed
several machine learning techniques to predict the survival of cardiac patients. In his
proposed work, the decision tree achieved the highest accuracy (85%) compared to the
other supervised machine learning techniques. R. Aggrawal and S. Pal [21] developed six
models; each developed model used eight machine learning classifiers, such as logistic
regression (LR), decision tree (DT), support vector machine (SVM), linear discriminant
analysis (LDA), random forest (RF), K-nearest neighbor (KNN), and Naive Bayes (NB).
Other measures, such as precision, recovery rate, F1 score, support score, and AUC/ROC
were calculated to support the accuracy assessment of the model. The highest accuracy
improvement was achieved by linear discriminant analysis with a performance of 80.61%,
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as well as 83.17% by RF in one model, 83.12% by LDA, and 83.05% by LR. Table 1 provides
a summary of previous studies on the prediction of heart failure and mortality in cardiac
patients using machine learning methods

Table 1. Summary of previously proposed work.

Proposed Year FPM * Model Accuracy Balance Data

[18] 2012 Fuzzy logic ANN 91.83 No
[14] 2019 χ2 DNN 93.00 No
[15] 2019 RSA RF 93.33 No
[19] 2018 RSA iRSF 82.01 No
[21] 2021 Stack LDA 83.12 No
[20] 2022 - DT 85.00 No

* Feature processing method.

However, the prediction of heart failure refers to identifying patients at risk of de-
veloping heart failure in the future. This may include assessing risk factors such as age,
hypertension, diabetes, obesity, and history of cardiovascular disease. Early identification
of patients at risk of heart failure allows timely interventions to prevent the development
of heart failure and improve outcomes. On the other hand, predicting mortality in heart
patients involves identifying patients at risk of dying from their heart disease. Factors
such as the severity of the disease, the patient’s age, general health, and the presence of
comorbidities can be taken into account. Predicting mortality is important in determining
the appropriate level of care and treatment for the patient and providing appropriate sup-
port for end-of-life care decisions. Therefore, the predictions of heart failure and mortality
are important for the management of cardiac patients, but they serve different purposes.
Predicting heart failure helps identify patients at risk of developing heart failure, whereas
predicting mortality helps identify patients at risk of dying from their heart disease.

A summary of the major contributions of this study follows:

1. A decision support system (χ2_RF) is proposed for mortality prediction in cardiac
patients;

2. The problem with the biased ML model due to imbalanced classes in the dataset is
addressed by deploying SMOTE;

3. The constructed decision support system (χ2_RF) outperforms other cutting-edge
machine learning models for the prediction of mortality in cardiac patients, and boosts
the performance of the conventional random forest model by 5.5% for the prediction
of mortality in cardiac patients;

4. The proposed method (χ2_RF) has reduced temporal complexity since it uses fewer
features;

Aim of the Study

We developed an automated decision support system based on literature studies to
predict mortality in cardiac patients. We used a grid search strategy in the newly devel-
oped model to optimize the hyperparameters of the RF model. We used the chi-squared
statistical model (χ2) to select relevant and useful features from the dataset. The feature
selection module (χ2) and the classification module (RF) are the two main components of
the proposed hybrid model. To balance the classes in the dataset and solve the problem
of bias in the ML model, we implemented the synthetic minority oversampling technique
(SMOTE) technique. To confirm the effectiveness of the proposed model (χ2_RF), we used
several evaluation measures, including accuracy, sensitivity, specificity, the receiver opera-
tor characteristic curve, the area under the curve (AUC), the F1 score, and the Matthews
correlation coefficient (MCC). We also performed several tests to evaluate the effectiveness
of the proposed model.
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2. Materials and Methods
2.1. Dataset Description

For this study, an online dataset was collected from GitHub for the experimental
purpose of predicting mortality in cardiac patients [22]. The collected dataset is based on
cardiac patients’ electronic health records (EHR) and comprises 55 features. The features
belong to demographics, lifestyle, medical history, absolute or relative contraindications to
streptokinase, by streptokinase, and medication. The dataset contains a total of 368 samples.
The dataset contains 285 males and 83 females. The total number of patients in the dataset
suffering from heart failure is 80. In addition, binary labeling was used in this study, with
label value 0 indicating no mortality due to heart disease and label value 1 indicating
cardiac mortality. Regarding men, women, and the sum of the samples, Figure 1 provides
the statistical data of samples concerning positive and negative case samples in the dataset.
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Figure 1. Distribution of samples in the dataset.

2.2. Proposed Work

In this study, we developed a diagnostic system for the early detection of mortality risk
in heart disease. The proposed diagnostic system uses a dataset of 55 features based on daily
lifestyle factors, medical history, and biochemical test results. The newly developed system
consists of two main components. One of the main components is to select useful features
from the dataset that can help predict the cause of cardiac mortality. The second component,
on the other hand, is a classifier that predicts cardiac mortality. To select features from
the given dataset, we used a static chi-square model (χ2), whereas, for the classification
problem, we used a random forest classifier (RF), fine-tuning the hyperparameters of the
RF using the grid search algorithm [23]. The working of the newly developed system is
given in Figure 2.

For this study, we used the (χ2) model to rank the features from the dataset to eliminate
irrelevant features. In feature selection, (χ2) computes the statistics between the non-
negative feature κi and the class. The model performs the (χ2) test, which analyzes the
degree of dependence between the features and the class. As a result, the model can
exclude features more likely to be class-independent, as these features could be considered
unimportant for classification. The features are sorted in the first phase depending on
the (χ2) test score. Then, we search for ideal features ω from the scored features. For
information on feature selection and discretization using (χ2) statistics, the reader is referred
to [24]. Mathematical feature selection based on the (χ2)-test is described as follows:
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Figure 2. Flowchart of the proposed model χ2_RF.

From Table 2, we can calculate the statistical score χ2 for positive and negative classes
for the f instances of the binary classification problem of heart mortality. In Table 2, γ
represents the number of instances that do not have feature κ, f − γ denotes the number of
instances that do not contain feature κ, ρ represents the positive instances, and the number
of positive instances can be represented from f − ρ. The main purpose of the χ2 test is to
measure the expected count, i.e., C, and the observed count, i.e., B, which are derived from
each other. Assuming that α, β, τ, and υ represent the observed values and Cα, Cβ, Cτ , and
Cυ denote the expected values, then the predicted values based on the null hypothesis of
independent events can be calculated as follows:

Cα = (α + β)
α + β

f (1)

Table 2. Table for computing the χ2 test score.

Positive Class Negative Class Sum

Features κ happens α β α + β = γ
Features κ does not

happens τ υ τ + υ = f − γ

Sum α + τ = ρ β + υ = f − ρ f

From Equation (1), Cβ, Cτ , and Cυ can be computed. For the general formulation of
the χ2 score, we have

χ2 =
1
υ

n

∑
i=1

(Bi − Ci)
2

Bi
(2)

χ2 =
(α− Cα)2

Cα
+

(β− Cβ)
2

Cβ
+

(τ − Cτ)2

Cτ
+

(υ− Cυ)2

Cυ
(3)

From solving the equations, we obtain a simple form of Equation (3)

χ2 =
f(αf− γρ)2

γρ(f− ρ)(f− γ)
(4)

After feature ranking from Equation (4), the highly ranked (selected) features (or a
subset of the features) are input into RF for classification. However, before the classification
phase, it was found that the number of class instances in the dataset was highly imbalanced.
To overcome the problem of bias in machine learning, we employed the synthetic minority
oversampling technique (SMOTE). SMOTE achieves balanced classes in the data by enrich-
ing the training data with synthetic minority class samples, resulting in balanced classes
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and optimized training processes. It is important to note that SMOTE should be applied to
the training data after data partitioning and not to the entire dataset before partitioning to
avoid superficial performance caused by having copies of samples from the test dataset
in the training dataset [25]. Unlike other oversampling methods, SMOTE works in the
feature space rather than the data space [26] by synthesizing minority class samples by
generating new samples along the line connecting any or all of the nearest neighbors of the
k minority class. Using a holdout validation technique, we divided the dataset into two
halves for training and testing to balance between classes. Seventy percent of the dataset
was used for training, and thirty percent for ML model testing. After utilizing SMOTE, we
only balanced the classes in the training data, which had 396 samples for each class and 198
samples total (positive and negative). In this study, we used the Python software package
and the imbalance-learn package to implement the SMOTE technique [27].

After balancing the dataset, the RF model was used; here, the formulation of the RF
model is reproduced as follows: RF is an ensemble model q(s, t) in which n is a uniformly
distributed irregular vector. Each tree contributes to determining the most abundant class
at input s. For an input sample of size P, where P represents an instance in the training set,
p samples are taken from each instance. After this, F features are used to sample f features.
This process is randomly repeated n times, resulting in n training sets, denoted as T1, T2,
. . ., Tn. The decision tree D1, D2, . . ., Dn is generated from the corresponding training
sets. Each tree in the forest, except for shear, is fully mature. Many decision trees have
contributed to the development of the random forest classification algorithm. The number
of decision trees, E, and the depth of each tree, D, are two important hyperparameters for
classification [28]. These parameters determine the number of trees forming the forest and
the maximum depth of each tree, respectively. For the objective of this study, we used
a grid search algorithm to determine the values of E and D that maximize the efficiency
of the RF model. In addition, a random forest model was created, and a new sample is
included. In addition, the decision tree examines the new sample to determine its category.
The final classification of a sample can be determined based on the votes cast by all decision
trees within the forest. The trees that result from the formation of the random forest are
called bootstrap trees. This is because they are created by resampling by reverting to the
training data. Bootstrap is a simple and useful solution for model integration using the
replacement method [29]. The training set is used to obtain a set number of samples for
bootstrap sampling. The number of samples is returned to the training set after sampling.
The extracted samples are assembled into a new batch of bootstrap samples. There is also
the possibility that the sampled samples will be resampled after being returned to the
training set. For this reason, it is best to test the samples that have already been taken.
As an example, consider a random sample of d samples. Using 1/d and (1− 1/d), we
can calculate the probability that the sample will or will not be captured each time. If
the random sample is run D times, then the probability of the selected sample is given as
(1− 1/d)D and D converges to ∞ and (1− 1/d)D converges to 1/e = 0.368. There will be
a mirror sample. In addition, the (1/3) instance will break into new samples. Out-of-bag
instances are data that are missed during extraction. An out-of-bag instance is called an
OOB error. This problem can be expressed mathematically as follows:

P =
ı
η

(5)

From Equation (5), ı denotes the error value for testing η, where η stands for the
number of OOB instances and is acknowledged as a class of each data. From Equation (5), ı
denotes the error value for testing η, where η stands for the number of OOB instances and
is acknowledged as a class of each data.

The Gini index is used to build a decision tree, which is then used to determine the
model’s impurity level of the model using the CART method. A lower Gini index value
indicates fewer contaminants. The Gini index is lower when there are fewer impurities. For
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the classification problem, the probability of the Nth category is vn for N categories, and
the mathematical formulation of the Gini index is as follows:

Gini(D) =
n

∑
n=1

Vn(1−Vn) = 1−
n

∑
n=1

Vn2 (6)

The Gini index is used for the feature selection in the decision tree, and the mathemati-
cal formula for this is given in Equation (7):

∆Gini(F) = Gini(D)− GiniF(D
′
) (7)

The highest Gini index value is selected for the split attribute and the node for the split
condition. In the case of overfitting, the decision tree is mirrored. Pre- and post-pruning
procedures can reduce the overfitting rate [30]. Pre-pruning can lead to the premature
development of decision trees but post-pruning can produce greater results. In addition,
the selection is made without pruning. We apply a subset of features selected from the
χ2 statistical model to the RF method for classification. The best RF hyperparameters for
this subset of features are found using the grid search approach. Then, another group of
features is input to the RF algorithm. The grid search algorithm is used to research the
optimized values of the hyperparameters from RF. The best hyperparameters from RF,
such as the number of edges (E) and the depth of the tree (D), are searched out. The χ2

method is used for each subset of features created. Finally, the subset of features with the
best predictive accuracy of cardiac mortality is selected and published.

3. Validation and Evaluation

The holdout validation approach is commonly used in the literature to investigate
the effectiveness of ML-based diagnostic systems [31]. In a holdout validation approach,
a dataset is split into two halves, with one half used for training and the other half used
to test the proposed ML model. The dataset is split into 70% for training the ML model
and 30% for testing [32,33]. Therefore, our experiments used the above data partitioning
criteria for training and evaluating the developed χ2_RF model. After data partitioning,
we establish evaluation measures to compare the performance of the proposed model with
existing state-of-the-art ML cardiac mortality prediction models. The evaluation criteria for
the χ2_RF model are accuracy, precision, recall, F1 score, Matthew’s correlation coefficient
(MCC) [34], and the area under the curve (AUC) [35] using the ROC curve [36,37]. The
evaluation metrics are mathematically presented as:

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

In this equation, TP stands for the number of true positives, FP stands for the number
of false positives, TN stands for the number of true negatives, and FN stands for the
number of false negatives.

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1_score =
2TP

2TP + FP + FN
(11)

MCC =
TP× TN − FP× FN√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(12)

The statistical analysis was performed for a binary classification problem [38,39]. In
this context, the F1 score was used as a measure of F. The F-score ranges from 0 to 1, where
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1 represents the best predictions and 0 represents the worst predictions. MCC allows us
to determine whether a test is reliable or not. MCC can take values between +1 and −1,
where +1 stands for the best and −1 for the worst prediction.

4. Experimental Results

To test the efficacy of the newly constructed model (χ2_RF), three types of experiments
were performed on the cardiac mortality dataset. In the first experiment, the grid search
technique was used to construct and optimize standard models (ML) using all features of
the dataset. The proposed (χ2_RF) technique was developed in the second experiment. In
contrast, additional state-of-the-art ML models were developed in the third experiment
using the identical cardiac mortality dataset and the feature selection module χ2. All
calculations were performed on an Intel (R) Core (TM) i5-8250U CPU running at 1.60 GHz
on Windows 10, 64 bits. All tests were performed using the Python software program.

4.1. Experiment No. 1: Performance of ML Models Using All Features

In this work, we used different machine learning (ML) techniques in Python, such
as NB, LR, DT, RF, KNN, and SVM, with different kernels (RBF, linear, polynomial, and
sigmoid). The features of the dataset were used to test how well the created ML models
performed. It is important to point out that the classes in the dataset are not the same.
Therefore, we kept the dataset in its original form for this experiment. Table 3 shows the
accuracy, sensitivity, specificity, and MCC for predicting death from heart disease based
on the different ML models. Based on SVM with linear kernel, SVM with linear kernel
achieved the best accuracy in predicting cardiac mortality of 90.74%.

Table 3. Performances of ML models on balance data using all features.

Model Acc._Train Acc._Test Sensitivity Specificity F1 Score MCC

NB 65.36 71.17 100 41.82 71.00 0.5158
LR 87.15 82.85 90.00 56.67 82.00 0.5475
DT 83.65 84.00 83.0 100 84.00 0.4282
RF 91.00 89.07 75.88 31.00 89.00 0.4586

KNN 80.15 84.68 83.81 100 85.00 0.4675
AdaBoost 78.59 80.18 80.00 100 80.00 0.5756
SVM_RBF 100 79.00 79.28 46.00 79.00 0.3856

SVM_sigmoid 63.81 64.86 77.53 53.64 65.00 0.3251
SVM_linear 89.42 90.74 78.00 22.50 91.00 0.4128
SVM_poly 77.82 79.28 79.00 35.21 79.00 0.3467

4.2. Experiment No.2: Performance of Proposed Model χ2_RF on Balance Dataset

In this study, we validated the performance of the newly proposed method (χ2_RF)
using the χ2 module to select the most appropriate features from the dataset. At the same
time, the optimized RF was used for classification. The hyperparameters of the Rf model
were optimized using a lattice research algorithm. From Table 4, it can be seen that the
performance of the proposed model is measured using the criteria of selected features (SF),
training accuracy (Acc_train), test accuracy (Acc_test), sensitivity, specificity, F1_score, and
the Matthews correlation coefficient (MCC). From Table 4, it can be seen that the proposed
model χ2_RF obtained the best test accuracy (Acc_test) of 94.59 % with a training accuracy
(Acc_train) of 97.72%, a sensitivity of 98.00, a specificity of 80.77, an F1_score of 94.00%,
and an MCC of 0.8413, with the optimal values of the hyperparameters of RF given as
max_depth of a tree (D = 5) and n_estimators = 100. Comparison of Table 3 with Table 4
shows that the proposed model χ2_ RF improves the performance of the conventional
model RF by 4%, where the conventional model RF uses all features of the dataset. In
contrast, the proposed model χ2_ RF uses only 10 features, reducing the time complexity of
the proposed method.



Appl. Sci. 2023, 13, 5188 9 of 14

Table 4. Performance of the RF model along with χ2 feature selection method.

SF Hyper. Acc._Train Acc._Test Sensitivity Specificity F1_Score MCC

08 E:10, D:10 91.91 88.28 92.31 70.00 88.00 0.6114
09 E:100, D:5 90.65 83.78 54.84 95.00 84.00 0.5709
10 E:100, D:5 94.96 88.28 63.33 97.53 88.00 0.6901
11 E:10, D:5 94.19 90.99 67.74 100 91.00 0.7759
11 E:200, D:5 96.21 91.89 70.00 100 92.00 0.7937
12 E:200, D:2 95.70 89.18 63.64 100 89.00 0.7426
13 E:100, D:5 95.77 92.79 100 72.41 93.00 0.8122
14 E:200, D:5 97.22 91.89 97.65 73.08 92.00 0.7647
10 E:100, D:10 97.72 94.59 98.00 80.77 94.00 0.8413
12 E:10, D:2 93.56 90.89 95.26 86.00 91.00 0.8098
13 E:100, D:10 94.56 92.99 96.15 77.31 93.00 0.8130
14 E:200, D:2 96.71 92.82 96.52 71.00 93.00 0.8231
14 E:100, D:5 97.22 93.69 100 75.00 94.00 0.8316

In addition, we used the receiver operating characteristic (ROC) [40] to extensively test
the efficacy of the newly proposed method (χ2_RF). The conventional RF uses all dataset
features, and the proposed ones (χ2_RF) were tested based on ROC. It is worth noting that
the key parameter of the ROC graph is the area under the curve (AUC), and the graph
with a larger area under the curve is considered more efficient. From Figure 3a, it can be
seen that the proposed method (χ2_RF) has a larger AUC than the conventional method RF,
which is shown in Figure 3b. The proposed method achieves an AUC of 94.00% compared
to an AUC of 90% for conventional RF.

(a) ROC curve of the proposed model (χ2_RF). (b) ROC curve of the conventional RF.
Figure 3. Performance comparison based on AUC.

Furthermore, the performance of the proposed model was evaluated based on the
confusion matrix. Figure 4 provides an overview of the confusion matrix of the proposed
model (χ2_RF).
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Figure 4. Confusion matrix of the proposed model χ2_RF.

In addition, we evaluated the performance of the proposed model in unbalanced data
to validate its efficiency in balanced data, as indicated in Table 4. The performances of
the proposed model (χ2_RF) on unbalanced data were evaluated using various evaluation
metrics, such as accuracy, sensitivity, specificity, F1 score, and MCC. Table 5 shows the
performance of the proposed model on unbalanced data, where the highest accuracy of
86.15% was achieved by using only 10 selected features, compared with balanced data,
where the proposed model achieved the highest accuracy of 94.59% by using the same
number of selected features (10).

Table 5. Performance of the proposed model (χ2_RF) on imbalanced data.

SF Acc._Train Acc._Test Sensitivity Specificity F1_Score MCC

02 77.04 81.10 81.08 75.25 81.00 0.2355
04 79.98 81.98 83.65 57.14 82.00 0.2531
06 78.98 82.10 83.20 60.00 82.00 0.2495
08 84.24 83.78 90.91 56.52 82.00 0.4908
10 88.32 86.15 91.11 61.90 86.00 0.5301
13 88.00 84.84 90.11 60.00 85.00 0.4917

4.3. Experiment No. 3: Performances of ML Models Using the χ2 Feature Selection Module

In this study, we evaluated the performances of the state-of-the-art models of ML,
i.e., NB, KNN, RF, DT, LR, and SVM with different kernels using the χ2 feature selection
module along with the newly proposed model (χ2_RF). A grid search strategy was used
to optimize the hyperparameters of the specified ML models. For a fair comparison, we
selected balanced classes in the dataset generated by the SMOTE approach. Table 6 shows
the results of each ML model along with the newly proposed model (χ2_RF) with selected
features (SF) from the dataset and performance evaluation metrics, such as accuracy on
training data (ACC._train), accuracy on test data (ACC._test), sensitivity, specificity, and
the Matthews correlation coefficient (MCC).
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Table 6. Performances of ML models on balanced data using the χ2 feature selection.

Model SF Acc._Train Acc._Test Sensitivity Specificity MCC

NB 03 64.65 72.07 87.34 34.37 0.2512
LR 13 83.84 78.37 97.14 46.34 0.5358
DT 14 94.19 88.28 94.52 66.66 0.6403

KNN 09 84.09 87.38 90.42 70.58 0.5610
AdaBoost 14 91.14 86.48 95.18 60.71 0.6198

SVM_linear 14 83.38 72.07 95.38 39.13 0.4341
SVM_sigmoid 13 80.55 67.56 96.55 35.84 0.4132

SVM_poly 11 92.67 86.48 97.46 59.37 0.6574
SVM_RBF 11 92.17 89.21 100 58.33 0.6972

Proposed Model 10 97.72 94.59 98.00 80.77 0.8413

The proposed model (χ2_RF) achieved the highest test accuracy of 94.59% compared
to the other ML models using the same feature selection module (χ2). In addition, we
validated the performances of the ML models using the ROC curve. Figure 5 shows the
performances of the ML models based on the AUC criterion using the balanced dataset
and the χ2 feature selection module. From Figure 5, it can be seen that SVM achieves the
highest AUC of 91.70% compared to the other ML models.

Figure 5. ROC curve of ML models based on the χ2 feature selection model.

5. Discussion

In this work, we presented a decision support system for predicting cardiac patient
mortality with machine learning using electronic health records (EHR). The developed
model consists of two hybridized modules combined into a single unit. The first module is
based on a statistical model (χ2) that helps to select the most important features from the
feature space, while an RF model was used to classify mortality. The hyperparameters of
the RF model were optimized using a grid search algorithm. To evaluate the efficiency of
the newly developed system, a public dataset from [22] was collected. It was found that
the classes in the collected dataset were highly imbalanced. ML models tend to favor the
majority class when trained on an imbalanced dataset. To avoid this problem, we used
SMOTE to balance the classes in the training process of the proposed model.

To validate the efficacy of the proposed model (χ2_RF), we used various evaluation
metrics, such as accuracy, sensitivity, specificity, F1 score, MCC, and AUC by using ROC.



Appl. Sci. 2023, 13, 5188 12 of 14

Table 4 shows that the newly constructed model achieved the highest test accuracy of
94.57% by using only 10 selected features from the first module of the proposed method.
In addition, we tested the performance of the proposed model (χ2_RF) by using ROC
curves. The performance of the conventional model RF is compared with the proposed
model (χ2_RF) based on the curve ROC. A machine model with a larger area under the
curve (AUC) is more efficient and accurate. From Figure 3, it can be seen that the proposed
model (χ2_RF) has a greater AUC of 94.00% compared to the conventional RF model of
90.00%. Moreover, the performance of the proposed model is also compared with other
state-of-the-art ML models using the same feature selection module (χ2) based on the
above evaluation metrics. The performance of the proposed model compared to other
state-of-the-art ML models is shown in Table 6, where SVM with an RBF kernel achieves
the second highest accuracy of 89.21% while using 11 selected features from the dataset.

6. Conclusions

In this study, we presented an automated decision support system for predicting
mortality in cardiac patients. The proposed decision support system combines two modules
into a single black box. The first module of the proposed χ2_RF model uses a χ2 statistical
model to evaluate the appropriate features in the dataset. The selected features are input
into an optimized random forest model for the classification task. The hyperparameters
of the random forest model are fine-tuned using a grid search algorithm. To validate the
performance of the newly proposed system χ2_RF, we use various evaluation metrics,
including accuracy, sensitivity, specificity, F1 score, and ROC. The proposed model χ2_RF
achieved the highest accuracy of 94.59% using only 10 features from the dataset, and the
newly proposed decision system outperformed the other machine learning systems for
predicting mortality in cardiac patients. In addition, more effective referral of cardiac
patients will be possible through a newly developed (χ2_RF) clinical decision support
system. In addition to clinical indicators of disease severity, the system will enable rapid
prognosis, hospitalization of high-risk patients, and thorough monitoring of these patients
in the event of outpatient therapy. However, in this study, a supervised machine learning
model and a statistical model were used to identify the main features of the dataset. These
techniques cannot handle large amounts of data because machine learning requires a
lot of time to learn from the training data itself, which also increases the computational
complexity of the model. Therefore, multi-modal datasets will be used in the future to
investigate the effectiveness of unsupervised machine learning for predicting mortality in
cardiac patients.
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