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Abstract

Chatbots are mainly data-driven and usually based on utterances that might be sensitive. However, training deep learning models on shared data can violate user privacy. Such issues have commonly existed in chatbots since their inception. In the literature, there have been many approaches to deal with privacy, such as differential privacy and secure multi-party computation, but most of them need to have access to users’ data. In this context, Federated Learning (FL) aims to protect data privacy through distributed learning methods that keep the data in its location. This paper presents Fedbot, a proof-of-concept (POC) privacy-preserving chatbot that leverages large-scale customer support data. The POC combines Deep Bidirectional Transformer models and federated learning algorithms to protect customer data privacy during collaborative model training. The results of the proof-of-concept showcase the potential for privacy-preserving chatbots to transform the customer support industry by delivering personalized and efficient customer service that meets data privacy regulations and legal requirements. Furthermore, the system is specifically designed to improve its performance and accuracy over time by leveraging its ability to learn from previous interactions.
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1 Background

A chatbot is a virtual agent able to assist users by providing useful information to the user’s request. Chatbots have been very popular since their inception in 1960. After two decades, research and development have seen impressive progress from Eliza in 1960 to AI chatbots such as Siri in 2010, Cortona, and google assistant. Early chatbot systems, such as Eliza [Weizenbaum 1966], Parry [Colby 1999], and Alice [AbuShawar and Atwell 2015], was designed based on text conversation. These chatbots have been used in Healthcare, e-commerce, and marketing. They are not just conversational systems but also can carry out other tasks such as ordering, booking, frequently asked questions, and symptom assessment. In the past several years, large companies have invested in AI and developed several assistants.
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The remainder of this paper is organized as follows. Section 2 surveys related work. Section 3 details the proposed providers, making it easier for patients to access the information and support they need. Among those chatbots, certain conditions. These chatbots are also being used to improve communication between patients and healthcare providers, making it easier for patients to access the information and support they need. Among those chatbots, for FAQs have been proposed, among them Qiu et al. [2017].

Chatbots are mainly data-driven; training a chatbot model requires massive training data. In most machine learning settings, users or companies must upload their data to a central server in order to train chatbot models. However, centralizing data in this way is not always possible. Reasons for this include the data being large, sensitive, and legally regulated. Federated learning offers several benefits for chatbot applications. First, it allows for the training of chatbots on a large dataset without the need to transfer all the data to a central server which is particularly useful for chatbot applications that handle sensitive or private information. Second, federated learning enables the training of chatbots on data from multiple sources, which can improve the accuracy and robustness of the model, this is especially important for chatbots that interact with diverse user populations. Third, federated learning can reduce the computational burden on the central server, since the training takes place on local devices to ensure that user privacy is preserved, as the data never leaves the device. In recent work, we developed a flexible and scalable framework for federated learning, FEDn, and demonstrated it for a wide range of applications in a geographically distributed setting [Ekmejford et al., 2021]. To extend it to more sophisticated applications, first, we propose in this paper our POC that leverages large customer support datasets to train collaboratively Deep Bidirectional Transformer models for customer chatbots. Secondly, we employed incremental online learning to construct more demanding models that enable accurate local training. This method enhances model performance during collaborative training without sacrificing data privacy. It also enables cross-silo and cross-device participation, allowing models to learn from distributed datasets while sharing knowledge in a trusted environment.

The remainder of this paper is organized as follows. Section 2 surveys related work. Section 3 details the proposed approach and architecture of Fedbot, with an emphasis on its privacy and scalability properties. In Section 4, we demonstrate the potential of the framework in an evaluation based on customer support datasets. Finally, Section 4 concludes the work and outlines future work.

2 Related work

Chatbots have become increasingly popular in recent years, as businesses look for ways to automate customer service and improve customer engagement. Generally, chatbots can be categorized into different categories, among them educational, healthcare, and business. They are based on knowledge from those domains to provide relevant support for the user. Educational chatbots are being used to support students, teachers, and administrators, providing personalized learning experiences and improving student outcomes. For example, educational chatbots can provide information on academic subjects, answer questions about the curriculum, and provide feedback on student performance. One example is MedChatbot [Kazi et al., 2012] for medical students, which is based on open-source AIML. Authors in this chatbot deploy the widely available Unified Medical Language System (UMLS) as the domain knowledge source for generating responses to queries and converting natural language queries into relevant SQL queries. These SQL queries are run against the knowledge base, and results are returned to the user in the natural dialogue. Computer Simulation in Educational Communication, CSIEC [Jia, 2009], is a system with newly developed multiple functions for English instruction that can chat interactively in English with English learners. It generates responses according to the user input, the dialogue context, user and personality knowledge, common sense knowledge, and inference knowledge. Freudbot [Heller et al., 2005] for the psychology domain, is designed to chat in the first person about his theories, concepts, and biographical events using a resource that contained dictionary-type definitions of Freudian terms and concepts. Other chatbots for FAQs have been proposed, among them Qiu et al. [2017].

Healthcare chatbots are being used to improve the patient experience, reduce wait times, and improve triage. For example, virtual health assistants can provide medical information, schedule appointments, and even help diagnose certain conditions. These chatbots are also being used to improve communication between patients and healthcare providers, making it easier for patients to access the information and support they need. Among those chatbots,

---

2https://www.apple.com/ios/siri/
3https://www.microsoft.com/en-us/cortana/
4https://assistant.google.com/
5https://developers.facebook.com/blog/post/2016/04/12/
6https://developer.amazon.com/alexa/
7https://chat.openai.com/
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3 Proposed approach

The overall architecture of our proposed Fedbot is shown in Figure 1. It is based on a modular approach and takes advantage of scalable federated learning, data privacy, and distributed ML. Fedbot is trained on customer support data on Twitter, (e.g., over 3 million tweets and replies from the biggest brands) and can respond to user queries related to customer support; it can also retrieve information from multiple sources (information retrieval). Users can interact with the Fedbot using a chat system or voice-based messages. The main modules are the private data pipeline, federated learning settings, a dialogue manager, incremental learning, and information retrieval (see Figure 1). The private data pipeline module allows parties (clients) to process and prepare their data locally to be used by federated learning methods. The federated learning module enables multiple private clients to form an alliance to collaboratively train transformer models and send parameters to the server for global model generation (aggregation of local models). The information retrieval module allows users to enrich the conversation with the chatbot by using open-linked data and knowledge graphs. The system allows parties to add new data continuously and train the model through a defined number of rounds to improve the performance using incremental learning techniques. Finally, participating clients can use the global model for customer support. The system is implemented using the open source federated learning frameworks such as Facebook Messenger and WhatsApp, to make it easy for customers to interact with the chatbot. Among those chatbots, SuperAgent [Cui et al., 2017] from Microsoft is a customer service chatbot that leverages large-scale and publicly available e-commerce data. It takes advantage of data from in-page product descriptions and user-generated content from e-commerce websites, which is more practical and cost-effective when answering repetitive questions. Another conversational system is from IBM to automatically generate responses for users' requests on social media integrated with state-of-the-art deep learning techniques and trained by nearly 1M Twitter conversations between users and agents from over 60 brands [Xu et al., 2017]. This system adopts a word-to-word neural network language model [Mikolov et al., 2013] to learn distributed representations of words from the customer.

Many open-source frameworks that assist in easily creating centralized conversational engines are proposed, among them, Microsoft Bot, Facebook Messenger, Google Assistant, and Amazon Lex. These frameworks build and connect intelligent conversation engines to interact with customers naturally wherever they are by taking advantage of the wide range of users. Besides, they are highly customizable in real scenarios with third-party data. However, most of them are limited regarding privacy, trust, and data governance. There are many situations where data cannot or should not be shared in this way, such as when data is regulated, sensitive or private (medical data, business, social media). An obvious example is biomedical use cases where a single hospital or clinic may not have access to a sufficient amount of data. Thus the performance of predictive models stands in direct conflict with patient privacy.

In this context, we here explore the use of federated learning as a method for distributed and collaborative machine learning to train large models for chatbots and conversational agents. Organizations maintain and govern their data locally and participate in learning a new global, federated model by sending only their model updates (model weights) to a server for aggregation into the global model. Hence, all participants (clients) can benefit from a newly trained model without exposing their data publicly. Our contributions in this paper can be summarized as follows: (1) We propose federated learning models for a customer support chatbot using a Deep Bidirectional Transformer architecture, (2) We design and develop Fedbot, a trustworthy federated learning system for collaborative training (4) We improve the local training with an incremental learning scheme and private online labelling, and (5) Our analyses of the models respect data privacy regulations and performs well compared to a baseline centralized model on customer support data after a couple of rounds.
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Figure 1: The Fedbot architecture is organized in three main logical layers, the first one deals with privacy-preserving training using federated learning, the second one is a dialogue manager, and the third is for incremental learning and private data labelling.

3.1 Private Data Pipeline Module

Deep learning has become the main component of many popular conversational AI and chatbot tasks, such as intent classification, speech recognition, natural language understanding, and question-answering. With massive generated data, these tasks require computational and storage resources. To support this increased demand, cloud providers such as Google cloud [2021a], Microsoft Azure cloud [2021b], and Amazon cloud [2021c] provide machine learning and deep learning pipelines as a service to train and serve models. Customers must provide/upload training datasets to the cloud provider to use these services. However, training datasets can contain sensitive and private data (e.g., personal medical data, customer data, and financial data). Hence, data privacy becomes a security problem in machine learning with its unique challenges. We propose a customer support chatbot based on a federated learning methodology to preserve data privacy and provide secure collaborative training. Fedbot builds on federated learning in which participating clients train local model updates and then share the gradient (model parameters) with the central server. The server implements an aggregation strategy where local models are combined into an updated global model. This whole process is iterated until convergence. This approach ensures input data privacy, enables collaborative training, and reduces the need for very large central computing resources by distributing the workload across clients. Further, the proposed system is capable of improving local learning by using incremental learning and a local data labelling pipeline.

3.2 Federated Machine Learning Module

Federated learning is an emerging technology for collaborative and decentralized machine learning [Kairouz et al. [2019] in which multiple parties (client) jointly train machine learning models using private data. These parties could be mobile and IoT devices (cross-device FL) or larger entities such as different organizations, subsidiaries or geographically separated data silos (cross-silo FL). In FL, private data remains local at each party at all times, and only the parameter updates are communicated with a server. In our system, we use FL to develop a customer support chatbot based on transformer architecture. Fedbot trains a global model using Federated Averaging [McMahan et al. [2017] (Algorithm 1)] on large amounts of data from multiple geographically distributed parties. Each party trains a local transformer model on its data (Algorithm 2) and share parameters $W_t$ with the central server for aggregation. In the aggregation part, the
aggregator (running in the combiner in FEDn [Ekmetjord et al. 2021]) combines shared parameters and generates a single global model $M(W_t)$ for each round using incremental averaging. In this way, Fedbot can learn new knowledge from different clients without exposing or sharing their private data.

### Algorithm 1: Incremental FedAVG algorithm

**k**: Number of clients, **r**: Number of rounds, $W_t$: Local model weights and $M$: Global model weights.

**Input:** $W_t$

**Output:** $M(W_t)$

1. **Server executes:**
2. initialized $W_0$
3. **Function** IncrementalFedAVG($k, W_{t-1}, W_t$):
   4. **foreach** $t \leftarrow 1$ to $r$
   5. **foreach** client $k \in S_t$ **in parallel**
   6. $W_{t+1} \leftarrow ClientUpdate(k, W_t, N_t)$
   7. $W_{t+1} \leftarrow \sum_{k=1}^{k} \frac{n_k}{n} W^k_{t+1}$
   8. $W_t \leftarrow (W_{t-1} + (W_t - W_{t-1})/t)$
5. **end**
6. **end**
7. **return** $M(W_t)$

### Algorithm 2: Local client update

**k**: Number of clients, $D^k$: Client $k$ local dataset, $e$: Number of local epochs, and $\eta$ is the learning rate.

**Output:** $W_t$

1. **// Run on client k**
2. **Function** ClientUpdate($k, W_t$):
   3. $\beta \leftarrow$ (split $D^k$ into mini batches)
   4. **for** local epoch $e_i \in 1, \ldots, e$
   5. **for** batch $b \in \beta$
   6. $W_t \leftarrow W_t - \eta \nabla l(W_t, b)$
   7. **end**
8. **end**
9. **return** $W_t$

### 3.3 Transformer architecture

**Encoder-Decoder**: In Fedbot we used the Transformer architecture [Vaswani et al. 2017] to handle client queries in customer support. A transformer is a model architecture eschewing recurrence and instead relying on an attention mechanism to draw global dependencies between input and output; the transformer follows the encoder and decoder architecture using stacked self-attention. The encoder maps an input sequence of symbol representations $(x_1, \ldots, x_n)$ to a sequence of continuous representations $z = (z_1, \ldots, z_n)$. The Decoder then generates an output sequence $(y_1, \ldots, y_m)$ of symbols one element at a time. Both the encoder (left-side) and decoder (right-side) are shown in Figure 2. Both Encoder and Decoder are composed of layers and sub-layers that can be stacked on top of each other multiple times, which $N x$ describes in Figure 2. The first is a multi-head self-attention mechanism, and the second is a simple, position-wise, fully connected feed-forward network. The inputs and outputs are first embedded into an n-dimensional space.

**Attention layer**: The attention layer is a key component of the transformer model used in natural language processing tasks [Shen et al. 2018, Parikh et al. 2016]. The attention mechanism enables the model to selectively focus on the relevant parts of the input sequence, rather than treating all inputs equally. The attention layer consists of three sets of parameters - query (Q), key (K), and value (V) - that are learned during the training process. In this paper, by applying the self-attention mechanism, we aim at capturing the long dependencies in the input sentence following these steps:
Obtain each word’s weight by calculating the similitude between the query matrix and every key matrix \((Q, K, V)\). The dot product, concatenation, and perceptron are typically applied as similarity functions.

- Normalize the similitude score of the preceding step and compute the weights with the SoftMax function.
- Finally, the weights and the \(V\)-values matrix are weighted to get the final attention. Then, the dot product function is used to compute the similarity, and the attention is defined as follows:

\[
Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V
\]  

(1)

where \(QK^T\) represents the dot product between the query vector \(Q\) and the transpose of the key matrix \(K\), and \(\sqrt{d_k}\) represents the square root of the dimensionality of the key vectors.

Multi-head Attention \([\text{Vaswani et al.} (2017)](\text{Vaswani et al.} (2017))\) is a module for attention mechanisms that run through an attention mechanism several times in parallel. The independent attention outputs are then concatenated and linearly transformed into the expected dimension. The computation of Multi-head Attention proceeds as follows:

\[
Head_i = Attention(QW^Q_i, KW^K_i, VW^V_i) \\
\text{MultiHead}(H') = (Head_i \oplus ..., \oplus Head_h)
\]  

(2)

Where the projections are parameter matrices \(W^Q_i \in R^{d_{model}d_k}\) and \(W^K_i \in R^{d_{model}d_k}\) and \(W^V_i \in R^{d_{model}d_k}\) and \(W_0 = R^{(hd_{model})}\).
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To train the transformer model, we processed customer support on the Twitter dataset\footnote{https://www.kaggle.com/thoughtvector/customer-support-on-twitter/data} which is a large, modern corpus of tweets and replies to aid innovation in natural language understanding and conversational AI models. The dataset is a CSV file, where each row is a tweet; every conversation included has at least one request from a consumer and at least one response from a company support team. The dataset consists of conversation support for many companies, among them Apple, Amazon, Uber, Delta, Spotify, Tesco, AmericanAir and Spotify (see Figure 3). In this paper, we used these datasets as private data and processed them to be used to train a transformer model collaboratively in federated learning settings.

### 3.3.1 Datasets

To train the transformer model, we processed customer support on the Twitter dataset\footnote{https://www.kaggle.com/thoughtvector/customer-support-on-twitter/data} which is a large, modern corpus of tweets and replies to aid innovation in natural language understanding and conversational AI models. The dataset is a CSV file, where each row is a tweet; every conversation included has at least one request from a consumer and at least one response from a company support team. The dataset consists of conversation support for many companies, among them Apple, Amazon, Uber, Delta, Spotify, Tesco, AmericanAir and Spotify (see Figure 3). In this paper, we used these datasets as private data and processed them to be used to train a transformer model collaboratively in federated learning settings.

### 3.4 Information Retrieval (IR)

With the rapid progress of the semantic web, a huge amount of structured data has become available on the web (web of data). Making these resources available and useful for end-users is one of the main objectives of linked data\cite{Berners-Lee2009} and open-domain chatbots. Hence, using IR techniques to access knowledge and enrich user conversations can be very useful to strengthen the Fedbot performances through SPARQL queries on the top of the known knowledge base (DBpedia, Wikidata, etc.). Fedbot uses Named Entity Recognition (NER) and user intent to generate SPARQL queries regarding factoid and recurrent questions to enrich and improve the chatbot’s performance.

### 3.5 Incremental learning and Feedback

In incremental learning, new input data is continuously used to train the model further. A goal is to attempt to improve a model’s performance while adding as few samples as possible. In Fedbot, adding data locally by clients is an important task to improve the local model performance, which is then propagated into the global model after new global training rounds. We have developed an intuitive process for each local client to contribute to the addition of new samples on top of their baseline local data (Figure 4). The first step is to add a new data point that will remain on the local site, allowing users to add private training data. The incremental learning module will process and transform the private data locally.

---

#### Figure 3: The Customer Support on the Twitter dataset is a large, modern corpus of tweets and replies to aid innovation in natural language understanding. In our Fedbot, each company dataset is considered to be a client in a cross-silo federation that trains a transformer model locally and sends model parameters to a central server for aggregation.
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Figure 4: Clients can continuously add local private training data to extend the existing model’s knowledge by additional training of the global model. The generated data will be stored locally on the client side. $M_t$ represents the global model, $X_t$ represents the subset of data at time $t$. $G_t$ represents the generator at time $t$, and $X^p_t$ is a subset generated by it.

Table 1: Federated training configuration

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Nbr clients</th>
<th>Update size</th>
<th>Nbr of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>10</td>
<td>72 MB</td>
<td>19.639.619</td>
</tr>
</tbody>
</table>

and generate training points usable for local model training. This process enables collaborative data generation between organizations while activating data protection and avoiding necessary sharing within the alliance. Furthermore, FedBot utilizes a database layer to store feedback and queries from end users. These inputs are collectively analyzed to enhance and optimize future usage. Additionally, numerous modules and libraries can be readily incorporated with FedBot to broaden its functionalities and effectively handle various tasks.

4 Experiment and results

We conduct the experiment on the customer support dataset, which contains 550,287 question-answer pairs on 11 datasets from different companies (Figure 3). To ensure collaborative training, we randomly select and split data through 10 clients with 20% for the validation dataset for all clients. We used an encoder and decoder to build our transformer model, and the implementation is based on TensorFlow and FEDn. For the training process, we set the initial learning rate to 0.001, the batch size to 32 and the maximum number of epochs to 10. Texts are tokenized using Wordpieces Wu et al. [2016] with a maximum length of 30. More configuration is shown in Table 1. The hyper-parameters used in this model are shown in Table 2.

4.1 Evaluation

To evaluate the performance of Fedbot, we used accuracy and loss metrics. We then evaluated performance using the accuracy function provided by Tensorflow that falls between (0, 100), shown in Equation 3, and the categorical cross-entropy as a loss function, shown in Equation 4.

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FN + FP} \times 100\% \quad (3)$$

where $TP, TN, FP, \text{and} FN$ are the True Positives, True Negatives, False Positives and False Negatives respectively.

$$\text{Loss} = -\sum_{i=1}^{N} y_i \log \hat{y}_i \quad (4)$$

where $\hat{y}_i$ is the model prediction for $i$-th pattern, $y_i$ represent the corresponding real value, and $N$ is the total number of samples.
Table 2: Order in which different hyper-parameters are explored and the corresponding values considered for each hyper-parameter. Underlined values indicate the default value.

<table>
<thead>
<tr>
<th>Step</th>
<th>Hyper-parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>embedding dimension</td>
<td>256, 512, 1024</td>
</tr>
<tr>
<td>2</td>
<td>attention heads</td>
<td>1, 2, 4, 8, 16</td>
</tr>
<tr>
<td>3</td>
<td>dropout</td>
<td>0.1, 0.2, 0.3, 0.4, 0.5</td>
</tr>
<tr>
<td>4</td>
<td>number of layers</td>
<td>1, 2, 3, 4, 5, 6, 7, 8</td>
</tr>
<tr>
<td>5</td>
<td>number of units</td>
<td>128, 256, 512</td>
</tr>
<tr>
<td>6</td>
<td>enc/dec layer dropout</td>
<td>0, 0.1, 0.2, 0.3, 0.4</td>
</tr>
<tr>
<td>7</td>
<td>attention dropout</td>
<td>0, 0.1, 0.2, 0.3</td>
</tr>
<tr>
<td>8</td>
<td>activation dropout</td>
<td>0, 0.1, 0.2, 0.3, 0.4, 0.5</td>
</tr>
<tr>
<td>9</td>
<td>batch size</td>
<td>8, 32, 64</td>
</tr>
<tr>
<td>10</td>
<td>learning rate scheduler</td>
<td>Transformer standard, inverse square root</td>
</tr>
<tr>
<td>11</td>
<td>warm-up steps</td>
<td>2000, 4000, 5000, 6000, 8000, 10000</td>
</tr>
<tr>
<td>12</td>
<td>learning rate</td>
<td>0.01, 0.001, 0.0001, 0.00001</td>
</tr>
<tr>
<td>13</td>
<td>epochs</td>
<td>5, 10, 15, 20, 25</td>
</tr>
<tr>
<td>14</td>
<td>maxlen</td>
<td>15, 20, 25, 30</td>
</tr>
<tr>
<td>15</td>
<td>activation function</td>
<td>relu</td>
</tr>
</tbody>
</table>

To validate our POC, we partitioned the dataset into ten equal chunks so that each client has 20% of the total dataset. We then compare the federated scenario to centralized model training using the entire dataset. The convergence and divergence of training and testing accuracy on the customer support dataset for 10 clients on 20 communication rounds are depicted in Figure 5 and Figure 6, respectively. In addition, Figure 7 and Figure 8 show the partial models compared to the global model (Fedbot). Partial models represent the model updates contributed by individual clients participating in the collaborative learning process. These updates capture the local insights and unique data characteristics of each client, which are incorporated into the global model to enhance its performance. The use of partial models in federated learning highlights the idea that the model’s performance benefits everyone involved in the collaborative learning process. Each device contributes its knowledge to the shared model, which improves the overall model’s accuracy, and this, in turn, benefits all the participants.

Figure 5: Convergence of training and testing accuracy on customer support dataset for 10 clients on 20 communication rounds.

Figure 6: Divergence of training and testing loss for 10 clients on 20 communication rounds.

For demonstration, we consider a FEDn network consisting of a single, high-powered aggregation server (known as a combiner) with 16 VCPU and 16GB RAM, along with connected client instances (each with 16 VCPU and 16GB RAM) located in SSC (SNIC Science Cloud [Toor et al. 2017]). To have an intuitive observation of the predictions, we give prediction examples using global models in Figure 9, which shows the Fedbot performance on a given utterance. Hence, the proposed approach has contributed overall to a better understanding of text conversation, preserving data privacy, and contributing to low-cost training as well as collaborative training using large models.

4.2 Implementation and demo environment

Designing and developing privacy-aware chatbots is not a trivial task; it requires various design techniques for data governance and privacy regulations. Third-party frameworks have been proposed for chatbot development; it refers to open-source building blocks that help build conversation engines, including Microsoft Bot, Facebook Messenger, Google Assistant, and Amazon Lex. However, the increasing use of chatbot technologies has led to a heightened focus
Figure 7: Training accuracy for partial models trained on each customer support dataset. The accuracy varies greatly between clients due to the amount of available data. As can be seen, the federated Fedbot model improves on all client models.

Figure 8: Testing accuracy for partial models on each customer support dataset, resulted in a difference due to the amount of available data. In the end, a partial model (client) with poor performance will benefit from knowledge transfer via the global model.

on privacy issues. To tackle this concern, we developed Febot, a system that employs natural language processing techniques and federated learning to operate on private data. It includes the following benefits:

- **Privacy Protection:** Federated learning ensures that sensitive customer data remains on the local device, reducing the risk of data breaches and providing stronger privacy protection for customers.
- **Improved User Experience:** By training models locally, federated learning enables chatbots to provide more accurate and relevant responses to users. This can result in a better customer experience and higher customer satisfaction.
- **Scalability:** Federated learning enables organizations to scale their chatbots quickly and efficiently, as the models can be trained on multiple devices simultaneously. This reduces the need for large amounts of centralized computing resources and eliminates the need for complex data transfers.
- **Robust Models:** Federated learning enables chatbots to leverage data from multiple devices to train robust models, improving their accuracy and performance.
- **Incremental learning:** generate new knowledge and a new global model by attaching more clients and annotating new data points;
- **Standalone:** multiple platforms (i.e., guarantee for low disk and memory footprint). It can be run on a standard laptop having two cores and 2GB of RAM;

The proposed Fedbot is accessible from different platforms to engage a wide range of users, and it is also optimized for both desktop and mobile. Figure 9 present some examples.

**Conclusion**

In this paper, we have proposed Fedbot, a proof of concept customer support chatbot system, to address the data-sharing issue in machine learning and to handle client questions in customer support. Validation experiments were implemented based on twenty training rounds with a transformer neural network. The system consists of several components: the private data pipeline, dialogue management, collaborative training, and private incremental learning. Experiments on the customer support dataset using the transformer architecture demonstrate that our approach performs well compared to the baseline centralized model. The proposed Fedbot allows collaborative training participants to control their sensitive and private data while training a chatbot. The integration of federated learning within chatbot and conversation AI provides a sustainable solution by preserving data privacy. We conclude that the application of FL to NLP tasks such as dialogue understanding can contribute to solving the problem that arises when using machine learning with private and sensitive data. Furthermore, the system actively supports end-users in joining training and improving their performance.
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Figure 9: Fedbot use case including UI and federated incremental learning where the model is trained incrementally on new data as it becomes available. This approach allows the model to adapt to changes in the data over time, improving its accuracy and relevance.

through incremental learning on various local clients. In future work, we aim to extend Fedbot to cover more customer support datasets in a real geographically distributed manner and test the model with other aggregation algorithms (e.g., FedOPT, FedProx, etc.) for federated learning. Additionally, we intend to Fine-tune the pre-trained model LLaMA Touvron et al. [2023] and investigate its efficacy in federated learning settings.
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