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Abstract
Reproducible builds (R-Bs) are software engineering practices that reliably create bit-for-
bit identical binary executable files from specified source code. R-Bs are applied in some 
open source software (OSS) projects and distributions to allow verification that the distrib-
uted binary has been built from the released source code. The use of R-Bs has been advo-
cated in software maintenance and R-Bs are applied in the development of some OSS secu-
rity applications. Nonetheless, industry application of R-Bs appears limited, and we seek 
to understand whether awareness is low or if significant technical and business reasons 
prevent wider adoption. Through interviews with software practitioners and business man-
agers, this study explores the utility of applying R-Bs in businesses in the primary and sec-
ondary software sectors and the business and technical reasons supporting their adoption. 
We find businesses use R-Bs in the safety-critical and security domains, and R-Bs are valu-
able for traceability and support collaborative software development. We also found that 
R-Bs are valued as engineering processes and are seen as a badge of software quality, but 
without a tangible value proposition. There are good engineering reasons to use R-Bs in 
industrial software development, and the principle of establishing correspondence between 
source code and binary offers opportunities for the development of further applications.

Keywords Reproducible builds · Software integrity · Software engineering · Open source 
software

1 Introduction

In his Turing Award Lecture in 1984, Ken Thompson described an attack on a computer 
system using a compromised compiler that injects malicious code into applications, and 
can also be engineered to cover its own tracks (Thompson,  1984). Known as “Trusting 
Trust”, the attack, if performed well, can be undetectable. At the core of the attack is the 
notion that users of software are required to trust that the software creator has delivered 
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an executable binary that operates only as claimed, and does not perform any hidden or 
malicious actions. Trusting trust is a problem that has fascinated some computer scientists 
and security experts, e.g. Wheeler (2005, 2009), who have tried to find solutions to the 
problem.

Most software is provided to users, in the wider sense, as software as a service (SaaS) solutions 
or in precompiled binaries. SaaS users rely on software running on remote systems over which 
they have little control, and limited information about exactly what software is deployed to pro-
vide the service (Tapas et al., 2019). In the case of precompiled binaries of operating systems 
and applications, most users download executable files and run them directly on their computers 
(de Carné de Carnavalet et al., 2014; Lamb & Zacchiroli, 2021). Users of proprietary software 
are required to trust the software supplier has distributed a binary that does not contain malicious 
code, despite there being extensive evidence that the integrity and quality of distributed software 
can be compromised (e.g. Edge (2019); Greenberg (2017, 2018); Smith (2011); GReAT AMR 
(2019); Gallagher and Greenwald (2014); Ohm et al. (2020); Ramakrishna (2021)). Open source 
software (OSS) can provide the opportunity for software users to verify the claimed correspond-
ence between the source code and the distributed binary, because OSS projects create and dis-
tribute binaries of software built from specific revisions of source code which are also available. 
A reproducible build (R-B) allows the user of the software to build the binary independently of 
the software provider (Ren et al., 2018, 2019; de Carné de Carnavalet et al., 2014; Reproducible 
Builds Project, 2019a; Lamb & Zacchiroli, 2021). The user is then able to perform a bitwise com-
parison of the two binaries to verify that they are identical and that the distributed binary is indeed 
built from the source code in the way the provider claims. Applied in this manner, R-Bs function 
as a canary, a mechanism that indicates when something might be wrong, and offer an improve-
ment in security over running unverified binaries on computer systems. The key property of a 
R-B is that it establishes correspondence between source code and binary. Potentially, such a sim-
ple property can be applied to support a wide range of software development activities including 
those that depend on source code audit, such as software quality assurance, supply chain integrity, 
and automation to support software licence compliance processes (van der Burg et al., 2014; Kuhn 
et al., 2020).

The use of R-Bs is gaining traction with some OSS  distributions and projects. The 
Debian Linux project is a leader in the area with some 90–93% of packages built repro-
ducibly (Ren et  al.,  2018; Levsen et  al.,  2019). Alpine Linux (Alpine Linux,  2020), 
Arch Linux (Vinet & Griffin,  2022), FreeBSD (Piotrowski,  2018), GNU Guix (2019), 
NixOS (2020) and the Yocto Project (2021) also provide R-Bs. Despite there being 
security, integrity (Lamb & Zacchiroli,  2021), and software quality benefits to R-Bs 
(Potvin & Levenberg,  2016; Bazel,  2020), adoption appears to have been slow and it 
remains unclear the extent to which R-Bs might become more widely used. Indeed, some 
Linux distributions have previously claimed they do not need to provide R-Bs because 
they have transparent and trustworthy development processes (Bressers, 2016). However, 
in doing so software suppliers continue to expect users to trust them without providing 
a means to verify that they are trustworthy, and sometimes with disastrous outcomes 
such as the attack on SolarWinds (Ramakrishna, 2021; Egts & Hellekson, 2021; Lamb & 
Zacchiroli, 2021).

Software engineering practitioners have suggested additional uses and benefits of R-Bs. 
Martin Fowler, for example, sees applications in the long-term maintenance of software to 
support debugging of earlier product releases installed at customer sites (Fowler,  2010). 
While others have also argued that R-Bs can lead to more efficient build processes as bina-
ries are only recreated when there is a functional change, rather than as the consequence of 
a change in a volatile quality such as a file time stamp (de Carné de Carnavalet et al., 2014; 
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Ren et al., 2018, 2019). Further, some OSS projects where security is a very significant 
concern use R-Bs during the release process, where multiple developers build the software 
using a “recipe” that defines how to create a virtual machine, or container, as a clean envi-
ronment within which to run the build process. The resulting binary is then digitally signed 
by each developer and the results compared (Bitcoin Project,  2022; Tor Project,  2022). 
Only when a consensus is achieved amongst developers that it is possible to build bitwise 
identical binaries independently is the binary released by the project.

The academic literature on R-Bs has largely focused on the technical challenges 
(de  Carné  de Carnavalet et  al.,  2014; Ren et  al.,  2018, 2019; Shi et  al.,  2021), on sup-
ply chain integrity in OSS (Lamb & Zacchiroli, 2021), and on specific implementations of 
R-Bs such as Guix (Courtès & Wurmus, 2015; Courtès, 2017), NixOS (Dolstra et al., 2010) 
and in-toto (Torres-Arias et al., 2019). The grey or practitioner literature1 contains a 
range of views on R-Bs and some practitioners have identified additional applications of 
the techniques. There, however, has been limited research on the application and value of 
R-Bs in an industry context. This article explores the perceptions and applications of R-Bs 
in businesses in both the primary and secondary software sectors2 in Sweden and Europe. 
The investigation is focused on the following three research objectives: 

O1:  To understand the level of awareness of reproducible builds within software-
intensive businesses.

O2:  To identify technical and business factors relevant to the use of reproducible builds.
O3:  To identify use cases for reproducible builds in a variety of technical domains and 

business contexts.

To meet the objectives we undertake two main phases of investigation, described in 
detail in Sect. 3. The first phase consists of discussions between the authors on the topic 
of R-Bs, and the relevance of the practice to their business. In particular we focus on the 
business, managerial and technical aspects of R-Bs relevant to the companies represented 
by the authors. The second phase of the investigation consists of analysis of interviews 
with practitioners about their understanding of the role the application of R-Bs might play 
in their work, and the opportunities and challenges they present both for themselves and for 
the software industry.

The following section describes current work on R-Bs and proposed solutions to the 
practical problems. Detail on the potential applications beyond trust identified by practi-
tioners is also included, as are counter arguments of practitioners unconvinced by the 
approach or the need for it. Section 3 describes the research approach used in this work. 
Our findings are reported in Sect. 4 and discussed in Sect. 5. Finally, we summarise the 
contributions made by this paper in Sect.  6 before drawing conclusions and suggesting 
areas for future work.

1 We use the term practitioner literature in this article and consider it to be synonymous with grey litera-
ture.
2 Businesses in the primary software sector develop and sell software and software services. Businesses 
in the secondary software sector develop software components and incorporate them in other products 
(Ågerfalk et al., 2005).
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2  Background and literature review

The motivation for the development of R-Bs has its roots in the need to verify correspond-
ence between published source code and distributed binaries to provide an indication that 
additional code has not been inserted into the executable file during creation of the binaries 
(Reproducible Builds Project, 2019b; Porup, 2016; de Carné de Carnavalet et al., 2014). 
An example of the problem being addressed can be found in Thompson’s description of 
how a compiler might be compromised so that it inserts malicious code into a computing 
system in a way that is difficult to detect. Thompson summarises his experience and its 
implications as follows:

The moral is obvious. You can’t trust code that you did not totally create yourself. (Espe-
cially code from companies that employ people like me.) No amount of source-level 
verification or scrutiny will protect you from using untrusted code. (Thompson, 1984)

Given the volume and complexity of software that companies and individuals execute on 
computing devices today — e.g. cloud systems, desktop, gaming devices, mobile phones, 
and increasingly embedded systems in household devices — it is impossible for the user 
to create the code themselves. Consequently, computer users obtain much of their software 
from external sources either directly from the software provider or via a software distribu-
tor. A further complication is the pace at which revisions are made and programs updated 
on computers, which would require a similarly paced scrutiny process by software users. 
Largely, software users are forced into the position of trusting software distributors and 
providers, with only limited mechanisms to scrutinise the executable software (e.g. virus 
checkers and checksums), and with neither evidence nor methods to establish whether 
the software providers are trustworthy. Furthermore, software providers face the similar 
challenges to verify that their tool chains are trustworthy and reliable (Thompson, 1984; 
Xiao,  2015; Kang et  al.,  2015; Shaulov,  2016), particularly as supply chain attacks are 
seen as a relatively low cost mechanism for the distribution of malicious code, and are 
increasing in frequency (Ohm et  al.,  2020). A recent illustration is the large-scale sup-
ply chain attack on SolarWinds in 2020, which placed malicious payloads in versions of 
the Orion network management software that was subsequently downloaded by customers 
(Ramakrishna, 2021). The nature of the security breach and the relevance of R-Bs were 
summarised as:

...it appears that the source code wasn’t compromised, and the distribution sys-
tem wasn’t compromised. Instead, the build system was compromised. This is 
EXACTLY the kind of attack that is countered by reproducible builds. Thus, the 
recent SolarWinds subversion is a very good argument for why it’s important to 
have reproducible builds (and to verify builds using reproducible builds).(David A. 
Wheeler in a message to the Reproducible Builds Project mailing list 2020-12-183 
(original emphasis).)

The Reproducible Builds Project defines an R-B as:

A build is reproducible if given the same source code, build environment and build 
instructions, any party can recreate bit-by-bit identical copies of all specified arti-
facts. (Reproducible Builds Project, 2019a)

3 https:// lists. repro ducib le- builds. org/ piper mail/ rb- gener al/ 2020- Decem ber/ 002109. html

https://lists.reproducible-builds.org/pipermail/rb-general/2020-December/002109.html
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2.1  Implementing reproducible builds

A key challenge for the software provider lies in creating a build environment and tooling 
that the user can replicate easily and independently, and that does not introduce nonde-
terministic artefacts into the binary. There are many sources of nondeterminism or vari-
ability in build environments that can be propagated to executable files, including time 
stamps and file paths, and variations in file sorting orders in different operating system 
locales that influence the order of compilation and linking and thereby the structure of the 
binary (Linderud, 2019). Indeed, de Carné de Carnavalet et al. (2014) argue that an impor-
tant source of challenges for those trying to secure the supply chain is that the tools — 
compilers, linkers, build tools — have not been designed with the intention of creating 
reproducible output. The finding remains current and relevant according to practitioners 
interviewed by Enck and Williams (2022). There is then a twofold problem when trying to 
create a reproducible build: firstly the causes of nondeterminism in a build process must be 
identified, and secondly solutions that eliminate or control the causes of nondeterminism 
need to be found (Ren et al., 2018, 2019, 2022; Shi et al., 2021). Tools and techniques are 
being developed to support the identification of variance in build processes. For example, 
reprotest (Reproducible Builds 2022) can be used to build a software project using two 
different environments. The two binaries can then be examined with diffoscope (Reproduc-
ible Builds Project, 2022), a tool that performs a recursive diff4 on archive files, to iden-
tify possible sources of variability. Another approach traces system calls in the operating 
system during the build process to identify causes of variability or nondeterminism (Ren 
et  al.,  2019), which in turn can be leveraged to create patches to make software builds 
reproducible (Ren et al. 2022).

One source of variability in binaries has been the addition of variable timestamps, typi-
cally the time of compilation, by compilers and build tools. The Reproducible Builds pro-
ject developed the SOURCE_DATE_EPOCH specification (Lamb & Luo, 2017) allowing a 
build time to be specified for compilation that is defined for the build and is independent 
of the system clock. A number of open source compilers and build tools, including GCC 
(2020), implement the standard. Additional methods are needed to control variability in 
some programming languages and build tools. Maven, for example, has recently imple-
mented a plugin to make builds reproducible, but there are some constraints the user must 
adhere to for the build to be reproducible (Apache Maven,  2022). Another approach, 
adopted by Microsoft, is to replace timestamps with hashed values  (Chen,  2018). How-
ever, not all programming languages and build tools have inbuilt support for reproducibil-
ity (Enck & Williams, 2022). A more recent approach has explored mechanisms to mitigate 
stochastic operating system behaviour to support deterministic execution (Navarro  Leija 
et al., 2020).

Blaze (Ivanković et al., 2019) is a build tool developed by Google that implements R-Bs. It 
is also available as an OSS version named Bazel (2020). The motivation for Blaze and Bazel 
lies in the efficient use of computing resources. Google maintains a monolithic source code 
repository containing all its source code in which changes in one codebase trigger rebuilds in 
projects for which the project is a dependency (Potvin & Levenberg, 2016). Both Blaze and 
Bazel implement R-Bs for multiple programming languages so that the tools build only soft-
ware components that have been changed in a meaningful way (Potvin & Levenberg, 2016). 

4 diff is a command line program that outputs the differences between files.
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Binary Authorization for Borg (BAB) is used by Google to demonstrate the integrity of appli-
cations uploaded by customers and deployed to their Borg cloud service to protect against 
tampering by staff (Google Cloud, 2020). Tapas et al. (2019) identify the need for and pro-
pose schemes to verify securely software deployed to users in SaaS systems. The proposed 
solutions rely on reproducibility, and on the use of Merkle trees5 to support verification of 
artefacts, including orchestration configuration and binaries (Tapas et al., 2019). Google have 
also developed systems to support build verification of libraries for the Go programming lan-
guage, for example, that rely on Merkle trees to provide provenance (Hurst, 2021).

de Carné de Carnavalet et al. (2014) identify limitations to R-Bs, particularly with leg-
acy OSS and closed source dependencies, and reason that a verifiable build, such as the 
approach described by Hurst (2021), where build differences can be accounted for, may be 
a necessary, pragmatic solution in some circumstances. Shi et al. (2021) developed a sys-
tematic approach to creating verifiable builds that was successfully applied in large-scale 
commercial software systems. The approach resulted in 100% of build artefacts in three 
large-scale systems at Huawei being verifiable (Shi et al., 2021).

2.2  Applications of reproducible builds

R-Bs have further applications in software development and deployment. OSS projects often 
provide both compiled binaries and the source code from which the binary is claimed to have 
been built, and, thus, may provide the opportunity to apply R-Bs. Some security software pro-
jects, including Bitcoin Core and the Tor browser, use R-Bs to support their release process by 
establishing that multiple, distributed developers are independently able to reproduce bitwise 
copies of the release candidate binary (Bitcoin Project, 2022; Tor Project, 2022; de Carné de 
Carnavalet et  al.,  2014). The intention is to eliminate a single point of failure, or point of 
attack, from the release process for secure software (Perry, 2013).

Fowler (2010) identified the value of R-Bs in software maintenance especially in con-
tinuous integration (CI) processes where software is released frequently. Fowler argues  
that being able to reproduce precisely the binaries deployed to the customer’s site at some 
arbitrary point in the past is invaluable support for debugging and fault resolution. The 
NixOS (Dolstra et al., 2010) and Guix projects (Courtès, 2017, 2013) are Linux package 
managers designed to allow the user to reproduce software configurations. Both NixOS and 
Guix implement the functional specification of systems, where packages and their immuta-
ble dependencies are specified recursively, and a software build is considered to be a pure 
function, i.e. “a package’s build function is assumed to always produce the same result” 
(Courtès,  2017). Courtès and Wurmus (2015) describe Guix-HPC (2020) a system for 
reproducing computational environments on computing clusters. Guix-HPC is designed to 
support the replication of computational experiments by the user in large multi-user sys-
tems, to support reproducible science (Courtès & Wurmus, 2015). However, it is important 
to note that there are further computational problems that may need to be resolved to make 
scientific findings reproducible (Wang et al., 2020). More widely, both Guix and NixOS, in  
combination with the Software Heritage project (Software Heritage, 2019; Rousseau et al.,  
2020), are also laying the foundation of reproducible computing environments to support 
long-term software maintenance (Courtès, 2019).

5 The cryptographic data structure underpinning blockchain.
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Another approach, called DetTrace, implements a container for applications that 
controls sources of nondeterminism arising from the operating system at runtime 
(Navarro Leija et al., 2020). Consequently DetTrace allows software to execute deter-
ministically and can, thus, build software reproducibly. Perhaps more importantly, 
DetTrace supports the deterministic execution of machine learning applications lead-
ing to repeatable and reproducible experiments in AI (Navarro Leija et al., 2020).

Recently, Bitcoin  Core have started to use Guix  to support their build process 
(Dong, 2019). That Guix is reproducible reduces the amount of trust the project needs to  
have in upstream systems and dependencies (Dong, 2019). Bitcoin Core has an acute con-
cern about confidence in their reputation as software developers, which is related to secu-
rity and to the quality of their software not least because Bitcoin  transactions cannot be 
revoked. Given the value of the Bitcoin market there are significant incentives for malicious 
actors to compromise the software6. Dong is clear that R-Bs are one tool that supports a  
transparent and secure build process (Dong, 2019).

The challenges of managing third-party intellectual property (TPIP) in the software bill 
of materials (SBoM) (Riehle & Harutyunyan, 2019) and the SBoM of containers such as 
Docker (Hemel, 2020; Courtès, 2020), including licence compliance, can also be addressed 
by using R-Bs. Riehle and Harutyunyan (2019) outline the challenges of managing open 
source licence compliance in the SBoM where there is a mixture of proprietary and open 
source licensed components in a single product. A further problem is that there can be many 
versions of source code publicly available in multiple repositories and that there is there-
fore a broader concern of provenance in the long-term maintenance of software (Rousseau 
et al., 2020). The SBoM of a sample of seven OSS packages was investigated by van der 
Burg et al. (2014) who found a variety of inconsistencies and incompatibilities between the 
licences used in components. A challenge identified is that not all source code files distrib-
uted form part of the compiled software deliverable, thus the detection of licence compli-
ance requires a detailed understanding of the build process used (van der Burg et al., 2014). 
Technologies such as SPDX (SPDX Workgroup, 2021) can be used in metadata to specify 
the licence or licences used by each dependency in the SBoM and the Open Source Tool-
ing Group (OSTG) and Automated Compliance Tooling (ACT) (ACT, 2020) are develop-
ing solutions that use a combination of R-Bs and SPDX  to automate licence compliance 
checks — licence clearance (Riehle & Harutyunyan, 2019) — in continuous integration (CI) 
through correspondence between the source code audited for licence compliance and the 
binaries created and integrated during the build process (Geyer-Blaumeiser, 2019). Further-
more, the use of R-Bs can contribute to securing CI pipelines by providing assurance that 
only audited SBoM components are integrated into the distributed software (Jacomet, 2020).

Courtès (2020) argues that containers, such as Docker, are often not created transpar-
ently, and that containers are not always reproducible. Variability in containers arises, for 
example, when the recipe or script building the container, or the startup script in the con-
tainer itself, downloads packages from a software distributions’ repository using a pack-
age manager such as dnf or apt. Consequently, a container specified and tested on one 
day can be a different binary, with potentially different and inconsistent behaviour, when 
deployed some time later following an update to any of the required packages in the distri-
butions’ repository introducing additional challenges for long-term software maintenance. 

6 At the time of Perry et al. (2014) there was a market capitalisation of 4 billion USD for Bitcoin, and, at 
the time of writing, it is around two orders of magnitude greater. https:// www. block chain. com/ en/ charts/ 
market- cap

https://www.blockchain.com/en/charts/market-cap
https://www.blockchain.com/en/charts/market-cap
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A further concern is that containers are software distributions that result from compila-
tion processes and it can be difficult to understand the SBoM deployed in containers, and 
accordingly the software licensing of containers has been highlighted by Hemel (2020) 
as legally problematic. Zerouali et  al. (2019) also identify the security implications of 
containers where the user is uncertain what software has been built in to the container, 
or is downloaded and executed. Guix  supports the creation of binary reproducible con-
tainers (Courtès,  2020). Another approach that secures the entire supply chain and the 
SBoM is taken by in-toto (Secure Systems Lab, 2022) which provides mechanisms to  
specify aspects of the software development process for components at each stage in the 
chain that can be verified in the following and subsequent steps using R-Bs (Torres-Arias 
et al., 2019).

2.3  Wider application of reproducible builds

Current applications of R-Bs are largely within a software development teams, both within 
companies and in distributed teams. The Reproducible Builds project consider how R-Bs 
might be used by a consumer such as an end user of software with limited technical knowl-
edge, or someone who might lack the time to be able to rebuild distributed software. Indi-
vidual OSS projects often provide both compiled binaries and the source code from which 
the binary is claimed to have been built, and thus provide the opportunity to apply R-Bs to 
verify the claim. Similarly, Linux distributions publish both binaries and source code. One 
anticipated mechanism is that a user might be offered an indication that m of n rebuilders 
confirm that a given binary is a reproducible before installing it (Nesbitt & Pounds, 2019; 
Levsen, 2016), i.e. that there is a degree of consensus amongst a group of rebuilders that 
the claim a given build is reproducible is correct. The proposition depends on there being 
a sufficiently large pool of rebuilders, in terms of numbers or quality, for the user to con-
sider m of n to be meaningful in terms of trustworthiness. Chris Lamb of the Reproducible 
Builds project argues that a diversity of locations, legal jurisdictions, and computing sys-
tems is a desirable quality amongst rebuilders, so that the consensus reached on a particular 
build has the broadest possible provenance (Nesbitt & Pounds, 2019). What might motivate 
a diverse community of rebuilders is open to speculation. One reason may be a common 
need for security as illustrated by Perry et al. (2014)’s account of development of the Tor 
browser where a distributed group of rebuilders other than the developers add a layer of 
confidence to the claim that a given build is reproducible. The use cases for R-Bs identified 
in the academic and practitioner literature are summarised in Table 1.

The practitioner literature focuses on the challenges of implementing R-Bs, as well as 
identifying use cases. Some OSS projects, especially some security applications, Linux dis-
tributions and FreeBSD perceive threats to their reputations and have invested in develop-
ing R-Bs. Meanwhile, some OSS projects remain sitting on the fence or have been dismiss-
ive of the value of R-Bs. While technical aspects of the problem are being addressed and 
the value of R-Bs is clear to some practitioners and businesses, there is limited research 
literature that addresses how R-Bs are perceived within businesses that develop and deploy 
software.
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3  Research approach

In this investigation, we adopt an action-case approach (Braa & Vidgen, 1999; Lundell & 
Gamalielsson, 2017) to explore the uptake and possible use cases of R-Bs in primary and 
secondary software sector businesses. The research was conducted in two main phases. The 
initial phase consisted of discussions between the co-authors with the purpose of under-
standing how reproducible builds are and might be used within the companies represented 
by six of the co-authors, as well as seeking to understand the business cases for adopting 
and using R-Bs. The second phase of the research consisted of interviews with practition-
ers from businesses and organisations developing and applying R-Bs.

We used our networks to identify individuals, both decision-makers and practitioners, 
who had experience of R-Bs in their work, or who had considered, or were in the process 
of considering, using R-Bs. Where possible we were introduced to potential interview-
ees through the networks. We also identified other individuals active in R-Bs communi-
ties or advocates for R-Bs within OSS projects, and where we were unable to contact them 
through our networks, we made a direct approach by email, inviting them to participate in 
an interview.

Interviews were conducted as open dialogues, in English by the first author, a native Eng-
lish speaker, by email, online conferencing, or telephone according to the interviewee’s pref-
erence. The interviews explored the interviewees’ knowledge and experiences of R-Bs, and 
the business and technical grounds for decisions they had made, and the business and techni-
cal use cases for R-Bs. The interviewer used a list of questions to guide the conduct of each 
interview (see Appendix B). Only one interview was conducted by email. The interviewee 
was very expansive, so required little prompting to discuss their work and ideas.

Interviews were transcribed by the first author, and the transcript anonymised. Each 
anonymised transcript was reviewed and approved by the interviewee. Interviewees were 
also invited to expand on points made during the interview. A brief synopsis was also 
agreed characterising the interviewee’s role and business context in abstract terms (see 
Table  3) as well as a synopsis of the interview including quotes, identified by the first 
author, that might be used in publications. The intention of asking the interviewees to 
review the anonymised transcripts and synopses was to take a step towards ensuring that 
the transcription accurately reflected the interviewees’ views, and to reduce researcher bias.

There was one exception to the process described. One interviewee is responsible for 
aspects of their employer’s software security and was interviewed by managers within the 
business to ensure sensitive information was not disclosed during the interview. The first 
author was given written notes of the interview and was able to discuss the interview with 
the managers who had conducted it. Both managers are software practitioners with exten-
sive experience (in excess of 20 years) and are familiar with the interviewee’s work. The 
interviewee was able to respond to follow-up questions submitted via the interviewers.

Interviewees were all experienced software practitioners with a minimum of five years 
industrial experience. Companies employing interviewees — the six represented by the 
authors, and six others based in Europe — ranged in size from small (<5 employees) to 
companies with multiple divisions and thousands of employees.

The anonymised interview transcripts were analysed by the first author using the-
matic analysis (Braun & Clarke, 2006). The academic and practitioner literature explored 
in the preceding section, and the investigation undertaken amongst the authors reported 
in Sect. 4.1 was used to develop semantic themes before the interviews were conducted. 
Themes on the applications of R-Bs and the challenges of implementation (see Table 2), 
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and the motivations for their use — including business, security and technical motiva-
tions (see Table 6 in Appendix A). The themes were used to support the theoretic thematic 
analysis of the interviews, thereby facilitating the identification of novel applications of 
R-Bs or motivations for their use. Synopses of the anonymised interview transcripts and 
the thematic analysis were discussed by the authors to develop the findings and analysis 
(McDonald et al., 2019). The evolved results were also subject to additional scrutiny in an 
iterative process involving researchers and practitioners from the businesses represented by 
the authors during in-company workshops and as part of four full-day workshops (Lundell 
& Gamalielsson, 2017).

4  Findings

4.1  O1: Business awareness of R‑Bs

The six businesses represented by the authors are based in Sweden and operate in the 
primary and secondary software sectors developing solutions mostly in the high perfor-
mance computing (HPC), internet of things (IoT), safety-critical systems, and security 
domains. As a group of businesses we, with one exception, do not currently use R-Bs in 
our work. Awareness of R-Bs was mixed within the group of authors at the beginning of 
this research, with the greater knowledge amongst those working in the safety-critical and 
security domains.

We identified three areas in which R-Bs are or may be of value as day-to-day software 
engineering practices within the six businesses. The first is the verification of software 
binaries distributed by OSS projects. Much of the OSS used in systems we develop is built 
from source, in some cases we are building on the software before contributing revisions 
upstream, or there is a need to audit the source code for reasons including licensing and 
security. The second is the practical value of R-Bs in software development, particularly 
when working with complex and safety-critical systems, R-Bs can contribute to certifica-
tion processes and reduce the need for code audits. The third is the value of a verifiable 
process where we distribute OSS. This is not just in the first sense, but potentially offers 
business value as a demonstration of the integrity of internal software processes in the 
development of security applications.

Table 3  Interviewee roles and 
technical domains in which they 
operate

Identifier Role Domain

Managerial Technical

I
01

✓ ✓ Embedded Systems
I
02

✓ Safety-Critical Systems
I
03

✓ Research
I
04

✓ ✓ Research
I
05

✓ ✓ Web Systems
I
06

✓ ✓ Embedded Systems
I
07

✓ ✓ Safety-Critical Systems
I
08

✓ ✓ Safety-Critical Systems
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Importantly, the fundamental property of a R-B — correspondence between source code 
and binary — has a wide range of potential applications. We encounter areas of work, par-
ticularly in safety-critical and complex, multi-component systems, where traceability and 
software provenance are useful tools to ensure that only audited software is deployed and 
that systems consisting of versions of software known to work together are assembled in 
tested configurations and combinations. An example is a train that may contain 30 to 40 
interconnected computers, some of which are components of the safety-critical functions 
of the train, whereas other components are more related to the business and social aspects 
of managing a train, such as ticketing systems and CCTV. One of us (Brax) was able to 
identify more than 200 applications running on one train during a recent assignment.

Component safety-critical systems are typically tested in a laboratory setting using a 
system that simulates the inputs to the safety-critical system under test so that the software 
can be exercised to ensure that it meets or continues to meet the certification requirements. 
Of considerable concern is the impact on this process of managing configurations of mul-
tiple computing devices each with its own combinations of hardware, firmware, operating 
system, libraries and applications, all of which will change over time in each device. Cur-
rently, many testing systems are configured manually, but there are strong arguments for 
using automation and being able to reproduce deployed software reliably through the appli-
cation of R-Bs is a potential solution to the problem.

The development of aviation software of software for flight safety-critical applications is 
governed by the RTCADO-178C guidelines (RTCA, 2011). RTCADO-178C:

provides the aviation community with guidance for determining, in a consistent man-
ner and with an acceptable level of confidence, that the software aspects of airborne 
systems and equipment comply with airworthiness requirements. (RTCA, 2011)

Compliant software processes are developed by companies and certified on a per-project 
basis (Pothon & Ochem, 2017). Correspondence between source code and binary is a fun-
damental requirement of DO-178C  which extends to reproducible test environments to 
support the software maintenance. Given audited and tested source code that meets the 
standard, then a R-B might be used to meet the requirement that accurate copies of certified 
binaries can be recreated (RTCA, 2011, Chapter 7.2.7.c). To fulfil the requirements of DO-
178C not only product binaries need to be saved, but also the hardware, software tools and 
build environment used during the development needs to be documented, saved or stored.

The aeronautics division at Saab use R-Bs to meet the requirements of RTCADO-178C. 
One requirement is that it must be possible to build a new binary again and trust all pre-
vious verification, test and statements made in the documentation (RTCA, 2011,  Chap-
ter  8.3.f). Metadata is stored identifying the versions of source code used in builds, as 
well as records of checksums calculated for the binary files created. The reproducible build 
process then creates bitwise identical binary copies of previous builds, that correspond to 
audited source code. Saab also use R-Bs to support some of their software development 
processes in other divisions where the adoption and use of R-Bs as best practice has been 
led by software practitioners.

Commonly used arguments for R-Bs to be implemented as part of the process for 
securing the supply chain in OSS apply to PrimeKey who offer services and software in 
the security domain focused on public key infrastructure (PKI). PrimeKey lead a num-
ber of OSS  projects and see business value in providing a verifiable correspondence 
between delivered binaries and audited, secure source code for some customers. As with  
any OSS project, vulnerabilities are not just restricted to the build tool chains, but also the  
developer accounts. Consequently an ideal process would consist of source code audit 
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which is then built using an automated R-B. Currently, customers are not asking for R-Bs 
as part of the software development process, but R-Bs can be seen as a way of adding value 
for customers with a high-level business process perspective of security. PrimeKey have 
experimented with R-Bs — an initiative led by developers — but found support for R-Bs in 
Maven7 was insufficiently mature at the time.

In summary, amongst six businesses in the primary and secondary software sectors 
there is experience of using R-Bs in production in one company, and an understanding of 
potential applications and business value in two more. In the case of PrimeKey tooling was 
an obstacle to implementing R-Bs.

4.2  O2: Relevant technical and business factors

Interviewees reported a mixture of motivations to use R-Bs, as well as challenges or obsta-
cles to their implementation. The majority of motivations stated were technical, and some 
interviewees, including I

01
  see the value of R-Bs to their workflow, both as a way of being 

able to verify the correspondence between binaries and source code from suppliers and as a 
mechanism to improve traceability of the code they create, package and deploy to custom-
ers. Considering the use of R-Bs from the perspective of a consumer of software, I

01
 sum-

marised that matter succinctly:

...the guarantee of reproducible builds would make me feel safer when I get software 
from somebody else.

I
01

 also summarised the application of R-Bs in the relationship with customers from two 
perspectives: practical and legal. The traceability facilitated by R-Bs supports software 
maintenance:

...for me it is quite important to be able to know what actually happened and trace 
back to the source code. I

01

And, further, that as well as being a source of evidence to support engineering, I
01

 made 
the point that:

...reproducible builds is very important in forensics - when you have legal issues 
about code ...

I
08

 described using Debian Linux as the starting point for a secure OSS supply chain within a 
business that develops safety-critical software. Debian was chosen because of the implementa-
tion of R-Bs and the provision of metadata to support the process. The business is then able 
to rebuild the distribution for itself, package by package, establishing trust in the supply chain 
upstream. As part of the process of creating the internal distribution the business undertakes 
additional code audit steps using static analysis, as well as performing licence clearance — 
checking for licence statements in source code and other artefacts — and looking for export-
controlled technologies. The code audit establishes the provenance, licensing and security of 
the SBoM in the Linux distribution, and allows the business to deploy a trusted platform with a  
known SBoM for internal development. While this method might seem costly, and is perhaps 
only possible — at the level of a Linux distribution — for a large company, I08 identified addi-
tional engineering and business benefits that we will return to below.

7 https:// maven. apache. org/

https://maven.apache.org/
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Both I
07

 and I
08

 identified the challenge of developing trust in upstream developers. For 
I
07

 a problem was that OSS projects make revisions to functionality that are acceptable to 
the project. Software development teams taking OSS into a secure or safety-critical envi-
ronment then have to audit and review revisions to source code in bug fixes and new fea-
tures before being able to integrate the code into their products, according to I

07
 . A concern 

I
08

 expressed was the difficulty of estimating when to start evaluating revisions to source 
code to allow for system upgrades in the upstream distribution to be incorporated in the 
local Linux distribution. A task made more demanding by working with complex depend-
ency trees in both the current version of the upstream distribution and the development 
branch that will become the next revision. I

08
 also reported that a key technical benefit 

of developers using a mirrored, trusted Linux distribution is that there is better control of 
internal software builds in product development, which leads to fewer problems for both 
developers and end users, and reduced maintenance costs.

Interviewees also identified obstacles to using R-Bs. In the context of bitwise reproduc-
ibility, I

02
 stated that:

...it would be great to have reproducibility for us, but not mandatory for us in our 
context. I would not consider that ...it is more important to have traceability.

I
02

 went on to say that it would be “...too much of a burden for us to move to reproducible 
builds.” As well as the effort of implementing R-Bs and retrofitting them to existing build 
systems and technical obstacles to implementing R-Bs in some programming languages 
(see Sect. 2), some interviewees expressed concerns that the value to customers was lim-
ited, and thus there was a limited business case for using R-Bs. Indeed I

04
 argued that:

...the use of reproducible builds within a proprietary software development environ-
ment may be good from an engineering standpoint for developers in that company, 
but it has no tangible impact on users of the software.

I
03

 was similarly sceptical, arguing that some offerings based on reproducible builds may work 
with proprietary software, but generally the threat model is so diverse and at so many different 
levels — hardware, firmware, operating system, etc. — that applications of R-Bs are not obvious.

There is, as I
04

 observed, a difference between business models used by proprietary soft-
ware and open source software. I

04
 went on to say:

Similarly, for free software companies that publish container images of their software 
(Docker, Flatpak, etc.), I would argue that providing provenance information that can 
be used to rebuild the images should be a good commercial argument.

I
04

 also expressed the opinion that R-Bs would become and integral part of conventional 
software development practice, saying, “I think reproducible builds will become the norm 
for developers, just like version control.” The concern for many (similar to the views 
expressed in Sect. 4.1) is that the value proposition — how the benefits of a product are 
perceived by the customer — is not clear in financial terms and is more intangible. I

05
 , for 

example, argued that R-Bs might be seen as a mark of quality, implying that a software 
provider used good engineering practices. Similarly, I

06
 argued that reproducibility is a key 

characteristic of professionalism in the embedded systems domain.
A key challenge for R-Bs also identified by interviewees is that of awareness. Not just 

that businesses buying software and services may not be aware of the value of R-Bs, as I
01

 
argued, but I

05
 also suggested that some practitioners may know about R-Bs and under-

stand it as a good engineering practice, without seeing a business application.
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4.3  O3: Use cases for R‑Bs

In the latter part of the background (Sect. 2) we summarised the use cases for R-Bs found 
in the practitioner literature (see Table 1). The interviews explored the known use cases 
and their application in businesses, uses of R-Bs developed by businesses, and possible 
future use of R-Bs (see Table 5).

I
03

 argues that a key functionality of R-Bs is that of dependency resolution, and that it is 
clearly achievable given the example of Guix-HPC. I

03
 further stated that software licence 

audits are supported by dependency resolution, and that support for dependency resolution 
in docker containers is desirable.

The complexity of security in cloud applications was also highlighted by I
05

 . As noted 
in Sect. 2, Google use reproducible builds to guard against tampering with customer appli-
cations. Cloud providers, according to I

05
 , are also concerned about the provenance of the 

binaries they use, and consistency of deployed platforms. I
04

 considers the security applica-
tions of R-Bs as one that will attract potential users.

Where R-Bs were applied to establish supply chain security, interviewees also reported 
that R-Bs were often also applied to support the integrity of systems deployed to custom-
ers and traceability. I

02
 has considerable experience in delivering reproducibility to support 

long-term maintenance, highlighting the need to take snapshots of their builds to support 
long-running projects, often implemented and executing on legacy systems:

...we can freeze the context ...it is important for our customers in [the] aerospace 
industry where they have running projects for ten years or twenty years.

The company has developed a non-R-B  solution that I
02

 describes as meeting their 
requirements:

...we can reproduce a build completely from any time in the past and that is impor-
tant for us ...for that we add traceability information in our binaries that are generated 
so we track exactly what has been used to do a build.

I
07

 works in a similar safety-critical area to I
02

 and also discussed the application of R-Bs in 
long-term maintenance. Each internal release of deployed software needs to be maintained 
for thirty years, and I

07
 framed the problem, similarly to I

01
 and I

02
 , in terms of support for 

traceability. Teams managed by I
07

 introduced R-Bs as part of a series of gradual changes 
intended to improve to the business’s software development process. I

07
 attributed some of 

the benefits observed directly to the application of R-Bs including an increase in the effi-
ciency of build processes. A reason given by I

07
 was that increased scrutiny of code during 

the process of modularisation resolved a significant amount of technical debt. The teams 
also found that dependency management was simplified by the use of R-Bs and I

07
 high-

lighted that long-term maintenance is much easier to support.
In Sect. 4.2 we reported I

08
 ’s work to rebuild Debian reproducibly to establish a trusted 

Linux distribution for use within the business. An additional advantage I
08

 identified con-
cerns collaboration with external partners. I

08
 ’s organisation can exchange project source 

code, specify the build system, and supply a checksum for the binary to external compa-
nies. Knowing that their internal Linux is built reproducibly from the upstream distribu-
tion, they can be confident that external partners can easily, and inexpensively, replicate the 
build system and environment for the collaborative project. Consequently, partners in any 
collaboration can, firstly, build software projects to create bit-for-bit identical executables 
and, secondly, understand if there is a difference in the build platforms should the R-B fail.
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Another interviewee, I
01

 , identified R-Bs as a mechanism for establishing the integrity 
of deployed systems. Currently, I

01
 implements system integrity checks in embedded sys-

tems at boot time, so that incompatible configurations of hardware and software fail safely. 
I
01

 sees that R-Bs can be used to implement a more secure mechanism for ensuring that a 
fully tested software configuration is deployed, and as a means of being able to reproduce, 
debug, and deploy debugged systems to customers should problems arise. Traceability 
through R-Bs in this context allows the system developer to be certain what software and 
hardware were deployed in the event of any legal claim involving the system, and thereby 
its creator.

Considering the breadth of purposes to which R-Bs may be applied, I
03

 made the point 
that R-Bs are challenging to implement and binary reproducible builds are unlikely to be 
universally guaranteed. They can, however, be essential in specific, critical applications, 
including bitcoin, for example.

When asked about the future for R-Bs, I
05

 drew a parallel with the early development of 
distributed version control systems (DVCS), pointing out that DVCS was initially created to  
meet specific use cases and the way in which the technology is applied now could not have 
easily been conceived of at the time. There were obvious business and engineering reasons 
to use version control, but the reasons to the switch to a distributed version control system 
were less clear. Similarly with R-Bs, there are some, like I

04
 , who think that R-Bs will 

become a conventional software engineering practice, but, like I
05

 , expect that some future 
applications of the technique will be surprising.

4.4  Summary of findings

In the introduction to this paper we identified three objectives for the research that focus on 
business awareness of R-Bs, the technical and business factors that affect adoption and use, 
and the use cases. We briefly summarise our findings for each objective.

4.4.1  O1: Business awareness of R‑Bs

Within the six companies represented by the authors we found awareness of R-Bs greatest 
within businesses working in the safety-critical and security domains. Within those com-
panies the application of R-Bs has been largely instigated and led by engineering staff, and 
applied in specific workflows. Most notably to support the certification of a software devel-
opment process used in avionics. Awareness extends beyond the companies applying R-Bs 
and two other companies have either experimented with using R-Bs or are considering 
future application of R-Bs in their work. We conclude from this small sample, that there 
is awareness amongst businesses of R-Bs as a software engineering technique, and that it 
is mostly the technical and engineering staff, particularly in companies in the security and 
safety-critical domains, that have knowledge of R-Bs.

4.4.2  O2: Relevant technical and business factors

Interviewees perceived R-Bs as good engineering practice that are of value to the business 
applying them (see Table 4). Apart from R-Bs being good engineering practice and perhaps 
having some value as a badge of quality, there appears to be limited business motivation in 
terms of adding value to the product that a customer might pay for. The motivation to use 
R-Bs arises from engineering concerns, as a means of supporting software development 



 Software Quality Journal (2023) 31:687–719

1 3

704

Ta
bl

e 
4 

 S
um

m
ar

y 
of

 re
le

va
nt

 b
us

in
es

s a
nd

 te
ch

ni
ca

l f
ac

to
rs

 id
en

tifi
ed

 b
y 

in
te

rv
ie

w
ee

s

Fa
ct

or
D

es
cr

ip
tio

n
In

te
rv

ie
w

ee
(s

)

Bu
sin

es
s F

ac
to

rs
Va

lu
e

B
us

in
es

s v
al

ue
A

pp
lic

at
io

n 
of

 R
-B

s h
as

 a
 v

al
ue

 fo
r t

he
 b

us
in

es
s.

I
0
1
 , I

0
4
 , I

0
6

C
us

to
m

er
 v

al
ue

Th
e 

ap
pl

ic
at

io
n 

of
 R

-B
s h

as
 a

 v
al

ue
 (b

en
efi

t) 
fo

r t
he

 c
us

to
m

er
.

I
0
5
 , I

0
8

En
gi

ne
er

in
g 

va
lu

e
Th

at
 th

e 
ap

pl
ic

at
io

n 
of

 R
-B

s h
as

 a
 v

al
ue

 a
s a

n 
en

gi
ne

er
in

g 
pr

oc
es

s.
I
0
3
 , I

0
4
 , I

0
5
 , I

0
7
 , I

0
8

A
w

ar
en

es
s

B
us

in
es

s a
w

ar
en

es
s

Th
at

 p
ra

ct
iti

on
er

s w
ith

in
 a

 c
om

pa
ny

 m
ay

 n
ot

 p
er

ce
iv

e 
R-

B
s a

s s
om

et
hi

ng
 w

ith
 b

us
in

es
s 

va
lu

e.
I
0
5

C
us

to
m

er
 aw

ar
en

es
s

Th
at

 c
us

to
m

er
s m

ay
 n

ot
 u

nd
er

st
an

d 
w

ha
t a

n 
R-

B
 is

 n
or

 w
hy

 it
 m

ig
ht

 u
se

d.
I
0
1

C
os

t
C

os
t o

f i
m

pl
em

en
ta

tio
n

Re
tro

fit
tin

g 
R-

B
s t

o 
ex

ist
in

g 
bu

ild
 sy

ste
m

 is
 c

os
tly

I
0
2

Te
ch

ni
ca

l F
ac

to
rs

B
ui

ld
 to

ol
s

B
ui

ld
 e

ffi
ci

en
cy

Th
e 

ap
pl

ic
at

io
n 

of
 R

-B
s i

m
pr

ov
es

 th
e 

effi
ci

en
cy

 o
f t

he
 so

ftw
ar

e 
bu

ild
 p

ro
ce

ss
.

I
0
7
 , I

0
8

Pr
og

ra
m

m
in

g 
la

ng
ua

ge
 &

 b
ui

ld
 

sy
ste

m
 li

m
ita

tio
ns

N
ot

 a
ll 

pr
og

ra
m

m
in

g 
la

ng
ua

ge
s a

nd
 b

ui
ld

 sy
ste

m
s s

up
po

rt 
R-

B
s

I
0
2

Se
cu

rit
y

D
ist

rib
ut

ed
 d

ev
el

op
m

en
t

R-
B

s c
an

 b
e 

ap
pl

ie
d 

as
 p

ar
t o

f a
 se

cu
re

 d
ev

el
op

m
en

t o
r d

ep
lo

ym
en

t p
ro

ce
ss

.
I
0
1

D
ep

lo
ym

en
t

R-
B

s c
an

 b
e 

us
ed

 to
 su

pp
or

t a
 se

cu
re

 d
ep

lo
ym

en
t p

ro
ce

ss
.

I
0
1

Su
pp

ly
 c

ha
in

Pr
ov

id
e 

as
su

ra
nc

e 
fo

r s
of

tw
ar

e 
ta

ke
n 

in
to

 a
 b

us
in

es
s.

I
0
1
 , I

0
7
 , I

0
8

Tr
ac

ea
bi

lit
y

G
en

er
ic

R-
B

s c
an

 b
e 

us
ed

 to
 im

pl
em

en
t t

ra
ce

ab
ili

ty
I
0
1
 , I

0
2

D
ep

lo
ye

d 
co

nfi
gu

ra
tio

ns
R-

B
s c

an
 b

e 
ap

pl
ie

d 
to

 su
pp

or
t s

of
tw

ar
e 

m
ai

nt
en

an
ce

.
I
0
1
 , I

0
3
 , I

0
4
 , I

0
7

Ev
id

en
ce

R-
B

s a
s a

 so
ur

ce
 o

f e
vi

de
nc

e 
in

 le
ga

l d
is

pu
te

s
I
0
1

Li
ce

nc
e 

cl
ea

ra
nc

e
R-

B
s s

up
po

rt 
lin

ki
ng

 o
f a

ud
ite

d 
co

de
I
0
3
 , I

0
7
 , I

0
8



Software Quality Journal (2023) 31:687–719 

1 3

705

where assurances are required that there is a deterministic relationship between the source 
code and the binary. Return on investment for businesses appears to be a consequence of 
increased efficiency for developers, improvements in engineering quality, and potential 
advantages in software maintenance. Amongst the interviewees there was also an aware-
ness of the challenges of implementing R-Bs, including cost, that can inhibit adoption, 
particularly where an existing process achieves related outcomes and gains from adopting 
R-Bs would be small.

4.4.3  O3: Use cases for R‑Bs

A R-B  has the underlying property of correspondence between the source code and the 
binary. Consequently there are likely to be a wide range of possible use cases that can rely 
on such a simple and generic principle; indeed one interviewee reasoned it is impossible to 
foresee the potential applications of R-Bs. From the academic and practitioner literature we 
identified the use cases given in Table 1, and interviewees discussed many of the same use 
cases (see Table 5). Through the interviews reported and within the companies represented 
by the authors, we identified the following use cases in addition to those given in Table 1 
and Table 5:

• Certification of development process — the application of reproducible builds within 
a software development project to meet the requirements of a safety-critical, or other, 
standard or certification body.

• Collaboration — having established trust in a Linux distribution through rebuilding it 
reproducibly allows a business to collaborate confidently with partners using the pub-
licly available distribution of the platform at no additional cost to collaborators.

In addition, the use of R-Bs to establish the integrity of a deployed software configura-
tion at runtime was described by an interviewee and considered by one of the authors. We 
have not described this as a separate use case, rather seeing it as an extension of existing 
approaches to use R-Bs to implement traceability during software development, for exam-
ple for licence clearance.

5  Discussion

The parallel drawn by one interviewee between the applications and uptake of distributed 
version control systems (DVCS) and that of reproducible builds is helpful from both tech-
nical and business perspectives. The sense in which the observation was made concerned 
the difficulty of predicting future technical applications of R-Bs. There may also be simi-
larities from a business perspective: DVCS is not something that adds value to a product, 
and neither does it seem from interviewees’ responses that R-Bs will add value directly. 
As with DVCS, it appears that R-Bs are an engineering process that improves the soft-
ware development process, and have an economic benefit through efficiency gains, as well 
as improvements in software quality and integrity. However, as some interviewees noted, 
the cost of implementing R-Bs may be too great, but in some domains R-Bs may become 
standard practice given the need for traceability.
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The process of rebuilding a Linux  distribution to establish trust in the supply chain as 
described by I

08
 requires an investment of resources that are likely only to be available to 

larger businesses. However, it brings benefits not only to the company, but also to those  
companies that work with it as collaborators or subcontractors. Having verified the Debian   
builds for itself, the company is able to establish that its collaborators and subcontractors 
are using the same distribution when they are able to reproduce binaries of collaborative 
projects bit-for-bit. There is reciprocity because collaborators are equally able to confirm 
that the company is using the trusted distribution and build tools it claims to, so, despite  
the investment being made by the larger business, the relationship may be more symmet-
rical than first appears. Indeed, it might be argued that a reproducibly built Linux distribu-
tion, such as Debian, where there are sufficient trusted rebuilders, would allow developers 
and companies to collaborate and establish trust in the collaboration by being able to build  
bitwise identical binaries from the source code being collaborated on.

Interviewees also discussed long-term maintenance scenarios where software has a 
working lifespan of decades. In one case, though not using bitwise reproducible builds, 
the need was to support a range of systems so that each software build was documented 
and reproducible. In another case, and also the certified development process described in 
Sect. 4.1, R-Bs are already being used in industry to support long-term maintenance. We 
speculate that the availability of distributions such as Guix and NixOS that apply reproduc-
ibility to support the deployment of reproducible systems, as well as Debian will lead to the 
use of R-Bs in long-term software maintenance becoming commonplace. When coupled 
with the distribution of trust in reproducible distributions, there may be further opportuni-
ties for long-term software maintenance, perhaps, for example, being able to accurately and 
confidently recreate legacy software and subsequently maintain it, for example, to maintain 
long-lived engineering artefacts, or read archived documentation.

As noted earlier (Sect. 2), software supply chain attacks have led to practitioners identi-
fying build environment security, software auditability and reproducibility as areas in need 
of urgent attention (Enck and Williams 2022). There is interest in industry in reproducibil-
ity for software security and provenance (e.g. Chen (2018); Shi et al. (2021); Hurst (2021)), 
but the emphasis is on the software development process. The value, or potential value, to 
end users of software outside the development process is articulated less often. I04 argues 
that there is good commercial reason for vendors to provide provenance information for 
container or other images of their software so that they can be rebuilt. We would argue 
that the need for software provenance and transparency is great and that the use of R-Bs 
and other mechanisms to support provenance is becoming imperative. Tapas et al. (2019)  
identify the need for transparency and provenance in SaaS systems so that users are aware 
of what software is deployed for them to use. The authors identify security and privacy 
threats amongst their motivating examples, and we would add the reliability of the soft-
ware delivered via SaaS, particularly where the software user has legal obligations, such 
as accounting software where accuracy and consistency are required8, or privacy obliga-
tions such as those under the GDPR (European Council 2016). Certainly there is a need for 
provenance systems for SaaS to include all dependencies of the running system. Regula-
tory obligations for reproducibility and transparency in software can further develop as the 
use of AI increases. There are strong arguments advanced in support of transparent and 
interpretable AI systems (Rudin 2019) and the development of legislation and regulations 

8 The Horizon scandal in the UK provides an illustration of an unscrupulous software supplier 
(Peachey, 2022).
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for AI in the US (Johnson 2020) and the European Union (European Commission 2021) 
is starting to support interpretable AI. The use of R-Bs in aircraft certification we give in 
Sect. 4 illustrates the potential for the application of R-Bs in software provenance for AI 
systems, though further mechanisms would need to be developed to support reproducibility 
of training sets, machine learning models, and system behaviour.

A challenge during this research has been the limited theoretical modelling of R-Bs which 
has made reasoning about R-Bs less than straightforward, and may be an obstacle to the iden-
tification and development of further applications. As a work uncovering practical applications 
and industry attitudes, such a task is beyond the scope of this article. However, modelling R-Bs, 
formally or semi-formally, is a topic for future work. For example, such modelling could sup-
port a better understanding of the costs and benefits of collaborative use case described in the 
preceding section. While it is clear that there is a, perhaps unexpected, benefit to verifying that 
a Linux distribution is reproducible, two questions arise. The first is: whether the benefits to the 
company investing time and effort on verifying the Linux distribution is reproducible outweigh 
the costs? The second question is: whether there is a pattern in this use case that can be applied 
in other situations? A formal or semi-formal model could help support such reasoning, and per-
haps support the discovery of further applications of R-Bs.

From the use cases reported in the practitioner literature and uncovered during this 
research, some relevant dimensions or elements of a model might be inferred. One dimen-
sion of a model might reflect, at an abstract level, why the R-B  is being used. R-Bs are 
used to ‘capture’ source code state in a code audit. The purpose the R-B serves might be 
to ensure only audited code is used in a software build to support licence clearance, or that 
the R-B is used to establish trust in the software supply chain with users.

Another dimension to consider is who uses the R-B. In the use case illustrated by Debian  
Linux  the user of the R-B  is the user of the distribution. In long-term maintenance and  
software traceability scenarios, for example, the consumer of the R-B is the software devel-
opment team, as it is in the cases of the Tor browser and Bitcoin Core during their initial 
build. The latter instances illustrate that when may also be a consideration for any model; 
both in terms of a milestone and the time available before that point in time. Tor and Bit-
coin Core, for example, use a distributed process to establish a consensus amongst developers  
that the build is reproducible before the software is released. After release the R-B can then 
be used to build trust by establishing that a user can create a bitwise copy of the binary 
from the source code. In these cases and that of Debian Linux there is, consequently, more 
than one group for whom the R-B has significance at different times. Furthermore, a dis-
tributed software development process, such as that used in Tor or Bitcoin Core, the initial 
time frame for rebuilding, so that the result is relevant for the developers, will be shorter in  
comparison to that for verifying a distribution.

An additional dimension for any model appears to be the number of rebuilders required 
for an R-B to be considered to have achieved a desired outcome. In some cases, such as 
long-term software maintenance, it may be sufficient that the R-B is successful, i.e. that the 
software can be rebuilt reproducibly. In such cases, the notion of independent rebuilding 
used to support trust in the software supply chain is less important, though of course any 
rebuilder in the future will, of necessity, be independent of the original builder.

Threats to validity With any empirical study there are threats to validity. We consider 
threats to construct validity and external validity. Threats to internal validity are not con-
sidered because no claims for causality are made, and statistical conclusion validity is not 
discussed because no statistical inference is used. There is a threat to construct validity 
from the initial semantic thematic analysis of the interviews being performed by a single 
author. The threat is mitigated in two ways. Firstly, the thematic analysis was informed by 
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the academic literature and, secondly, iterative discussions between the authors of inter-
view summaries and analysis were used to refine the thematic analysis. Further the study 
and results have been subject to wider scrutiny at workshops involving practitioners from 
the companies represented by the authors.

Threats to external validity arise from the small number of interviewees and that the 
authors and interviewees are largely based in Europe. The threat to generalisation is 
mitigated by the diversity of size of the software-intensive businesses represented by the 
authors and the interviewees, as well as the types of industry within which they operate, 
and the domains in which they develop software. Although the companies are based in 
Europe, the companies, interviewees and authors also work in other jurisdictions with 
operational offices, collaborators, and partners in other countries and on other continents. 
Accordingly the perspectives reported can reflect current industry use of R-Bs in a wider 
context. Further, the types of decision reported by interviewees concerning the technical 
and business motivation to use R-Bs as well as the obstacles encountered, and the diversity 
of applications appear to be relevant to software-intensive businesses. Future work might 
extend the study by increasing the sample size; perhaps by conducting an online survey, for 
example. Such a survey could provide a broader picture of the use of R-Bs in industry, and 
could also serve as a means of identifying further interviewees.

6  Conclusions

In this article we have reported the findings of a study of the perception and use of repro-
ducible builds (R-Bs) in businesses in both the primary and secondary software sectors. 
Most existing research on R-Bs is technical in nature and describes the development or 
application of R-Bs in specific contexts. The paper’s chief contribution is to provide a pic-
ture of the developing use of R-Bs in industry including the use of R-Bs to support certifi-
cation processes and collaboration between businesses. We also report a range of opinions 
reflecting the value of R-Bs to businesses and active domains of application, as well as the 
commercial challenges and advantages of using reproducible builds.

This study makes the following contributions:

• Identification of novel applications of R-Bs used in industry;
• Evidence that businesses understand the value R-Bs contribute to their software engi-

neering and software quality processes; and
• That businesses mostly perceive R-Bs to be an intangible value proposition.

Reproducible builds are an engineering approach that have a simple principle at the core and con-
sequently appear to have many possible applications. Our study has shown that the use of R-Bs 
is wider and more innovative than previously documented. Further, we found that R-Bs may be 
applied to reduce software development costs for some businesses, and provide opportunities for 
some ways of working. We expect increasing adoption of R-Bs as the techniques and applications 
become more widely known, and the benefits to engineering processes become better understood. 
To that end we suggest that future research in the area of R-Bs might explore the development of 
models and possible uses of the techniques to support greater understanding and reasoning about 
potential areas of application. As one interviewee observed, experience shows that we cannot pre-
dict how a particular technology may develop and might be applied; accordingly we look forward 
to seeing further development of industrial applications of reproducible builds.
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Appendix B. Interview protocol

Interviews were conducted using the following eight questions. Question  1 was always 
asked at the beginning of the interview, and question 8 was always the final question. Ques-
tion 2 is a prompt for the interviewer to follow up Question 1, if the second part was not 
answered or as reminder to encourage the interviewee to expand on their answer. Ques-
tions 3–7 were used to remind the interviewer of topics to try to cover during the interview, 
and questions when asked were introduced in the context of the conversation as far as pos-
sible, and not as an abrupt change of direction. The research objective(s) that responses to 
each question are expected to contribute to are indicated. 

1. Can you describe your work and how you use reproducible builds? (O2 & O3)
2. How do you use reproducible or deterministic build processes? (O2 & O3)
3. What challenges do you face: 

(a) with the build process? (O2)
(b) with other parties upstream and downstream in the supply chain? (O2)

4. Why do you use reproducible builds? (O2 & O3)
5. What other use cases do you see? (O3)
6. Do you see demand from your “customers”? (O2)
7. Do you think there is a business case or business demand for the use of reproducible 

builds? (O2 & O3)
8. Is there anything that you think I should have asked you about? (O2 & O3)
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