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This  paper  considers  the  issue  of rapid  automated  decision  making  in  changing  factory  environments,
situations  including  human-robot  collaboration,  mass customisation  and  the  need  to rapidly  adapt  activ-
ities to new  conditions.  The  approach  taken  is to adapt  the  Monte  Carlo  Tree  Search  (MCTS)  algorithm
to  provide  online  choices  for the  possible  actions  of machines  and  workers,  interleaving  them  dynam-
ically  in  response  to the  changing  conditions  of  the  production  process.  This  paper  describes  how  the
MCTS  algorithm  has  been  adapted  for use  in production  environments  and then  the proposed  method  is
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illustrated  by  two  examples  of  the system  in  use,  one  simulated  and  one  in  a physical  test  cell.
© 2021  The  Authors.  Published  by Elsevier  B.V. This  is an  open  access  article  under  the CC  BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

In traditional mass production systems, the focus has been on
the production of identical products with high throughput. To
produce as much as possible it has been important to focus on opti-
mising the flow of components through the factory. A variety of
methods have been utilised for this including linear programming,
genetic algorithms and discrete event simulation. Mass produc-
tion has also been supported by automation technology, either
in the form of specialised machines or modern general-purpose
robots. This traditional approach has made use of static automa-
tion and optimisation, where the optimisation tools provide a plan
of tasks to be repeated with limited variation and the machines
are then statically coded to operate the plan. This locks machines
and cells to limited ranges of tasks and requires substantial time
both to develop new lines and adapt old lines to new prod-
ucts.

Traditional mass production can be contrasted with the current
trend in manufacturing towards mass customisation and individ-

ualisation of products for the users (Sandrin et al., 2014). This is
sometimes called lot-size-one, a name that illustrates the most
extreme situation where every product in the factory is unique.
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he problem becomes how to build a factory that can support such
ariation in product requirements and what machines does such

 factory need. There are a variety of approaches to this problem
eing investigated including modular production (Telgen, 2017),
econfiguration (Koren, 2010; Koren et al., 2018) and human-
obot collaboration (HRC). In all these cases it is necessary to plan
equences of tasks and operations to maximise the productivity
f the system, to do so for very varied product requirements and
requently on short notice.

This places the problem, and this paper, within the field of
ynamic scheduling, however (Ouelhadj and Petrovic, 2008) points
ut that theoretical work in scheduling often provides techniques
or static scheduling rather than techniques for planning and react-
ng in the real world. The field of dynamic scheduling has been
roken down along a range of lines including when scheduling
hould take place (periodically or in response to events), the degree
f schedule planning (dispatch rule methods being very short
erm, predictive-reactive maintain a schedule to be modified and
ro-active methods attempt to provide schedules that will fulfil
erformance requirements despite the dynamic environment) and
he type of algorithms used (for example metaheuristic, agent-
ased or classical search) (Ouelhadj and Petrovic, 2008). More
ecently machine learning has been employed within the field to
mprove the predictive capabilities of dynamic scheduling (Morariu

t al., 2020) and multi-objective optimisation has been employed
o try to manage the trade-offs between competing requirements
f industry such as energy usage against raw productivity (Tang
t al., 2016).
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Within HRC the use of dynamic scheduling is similarly limited
in practice and as noted in (Krüger et al., 2017) few studies work
with advanced dynamic scheduling. Some examples of research
where dynamic planning has been used include (Valente et al.,
2012) which proposed a two-level architecture for responding to
errors in the production process. This system consists of a top-
level planner which creates a plan to be executed in the same
way as a static system. A diagnostic component then detects if
an error occurs at runtime and requests that the top-level sched-
uler performs an additional execution to repair the primary plan.
Simultaneously, the system uses the second level of planning for
dynamic recovery while waiting for the new primary plan. Another
approach from (Nikolakis et al., 2018) involved a hierarchical model
of the tasks for planning where plans are initially generated and
then replanned in the event of an issue. Related research is also
being conducted on the use of HRC for non-industrial applications
and one key result has been the use of Partially Observable Markov
Decision Process (POMDP) to model expected behaviour in a human
partner for a robot, enabling collaboration in changing a diaper on
a doll (Brown and Tellex, 2015). A final example comes from (Dahl
et al., 2017) who make use of a model of a production cell using
an Extended Finite Automaton which includes initialisation and
completion events with guard conditions to control transitions.

This paper explores an alternative method for making automatic
decisions in response to dynamic conditions, with a focus on opera-
tions within single production cells. The foundation of the approach
is the Monte Carlo Tree Search (MCTS) algorithm (Abramson, 1987;
Bouzy and Helmstetter, 2004; Coulom, 2006; Chaslot et al., 2008a,
b) a relatively new technique that has had considerable success in
the field of games such as Go (Silver et al., 2016). MCTS has been
successful because it has been shown to limit the combinatorial
explosion of search spaces in problems such as Go, but it can be
applied more generally to problems that can be modelled as trees
of choices (Browne et al., 2012). A variety of specialisations for the
MCTS approach have been explored in connection to a range of pos-
sible problems, as can be seen in this survey of the field (Browne
et al., 2012).

While the main focus of research within MCTS has been compet-
itive games, variations and research has been conducted that focus
on single-player games (Liebana et al., 2012; Samothrakis et al.,
2014) and cooperative games (Williams et al., 2015). This direction
of research suggests that MCTS could also be appropriate for fac-
tory management, seeing the task of running a factory as either the
cooperation of agents towards a common goal or as a group of oper-
ators being managed by a singular intelligence. MCTS has also been
previously used in HRC (Toussaint et al., 2016), where they adapt
MCTS to include simultaneous operations acting in real-time and
apply the result to an HRC laboratory demonstration. The capability
of the algorithm family to perform strongly on problems without
domain-specific knowledge would also reduce the required effort
to deploy this type of solution.

To the authors’ knowledge, this algorithm family has not been
used for dynamic production control apart from the previously
mentioned HRC example, however other variants of the MCTS fam-
ily of algorithms have been tested for problems in planning and
robotics. In the context of robot motion planning for a single robot
(Kartal et al., 2016) utilised MCTS for path planning in a range
of benchmark problems and compared the quality of results to
known optimums. MCTS has been examined for logistics (Trunda
and Barták, 2013; Edelkamp et al., 2016) and production planning
(Chaslot et al., 2006; Lubosch et al., 2018), fields directly connected
to industrial application. Research is also ongoing in extending

MCTS to wider ranges of problems and this has resulted in Monte
Carlo Action Programming (MCAP) (Belzner, 2017), where an envi-
ronment is modelled as states and actions transitioning between
sets of states, searched over by MCTS. MCAP has been applied to
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t least single robot problems and provides a programming model
hat does not require the programmer to concern themselves with
he details of the sequencing of operations.

Our contribution is to combine MCAP with the real-time MCTS
pproach of (Toussaint et al., 2016) to ease configuration of a
ynamic control system. The completed concept is demonstrated
n two  example cases, both modelled after industrial assembly
pplications, utilising HRC. A conversion method is provided to
ransform a model of a cell from the actions and state variables of
ction programming to the “initiation and termination of activities”
nd their concurrent execution found in (Toussaint et al., 2016). A
urther modification to the search process is presented to search
or combinations of possible initiation actions after each possible
ermination signal, a modification elaborated on in section 2.

. Adapting MCTS

This section first reviews the standard implementation of MCTS,
rawn from (Chaslot et al., 2008b). It then describes our implemen-
ation and the changes that were made to support the real-time
xecution of decision making.

.1. Monte Carlo Tree Search

MCTS can be viewed as a general-purpose heuristic which can
e applied to many problems, in that it assigns weights to nodes
f the tree and when stopped selects the best node as the choice.
here it differs from traditional heuristics is that it builds the
eight of each node by repeatedly exploring the tree below the
ode randomly until the search completes, a process known as the
imulation phase. The weight of a node is then the average of the
esults of these simulations. The intuition is that if the simulations
eyond a particular choice tend to result in an overall bad result,
his is a poor choice. Consider Chess, imagine there are two possible

oves before the player and for each move the random search of
he tree is run several hundred times. When looking at the weight-
ngs, one choice resulted in an overall loss 300 times in 400, while
he other was  a loss 100 times in 400. The player would be expected
o choose the result where they tended to win.

The algorithm combines the process of random simulations with
 gradual expansion of the tree from the root. It does this by expand-
ng the tree by one node at each iteration and generating a single
andom simulation from that new node. The results of the simula-
ion are then propagated back up the spine of the tree to the root,
pdating the weights of the nodes. This leads to an iterative cycle of
electing a leaf to expand, expanding that leaf, simulating beyond
he leaf and updating the weights. This cycle can be seen in Fig. 1,
hich also illustrates the process of a gradually increasing tree over

everal iterations. The cycle can be interrupted at any stage and the
ption that has the best value at that point selected, though as with
raditional methods the longer it runs for the more complete the
earch and the better the estimation of the quality of the options
ou would expect to get.

.2. Events, states & search

The standard MCTS algorithm’s primary application area has
een in games where after some number of turns, or actions, the
ame will end and a player will win. This provides a direct measure
f the quality of a choice, does it lead to victory or defeat. In the
ase of the production industry however there may  be no clear end
tate, only a desire to continue producing parts for the foreseeable

uture, and with as high throughput as possible. Production indus-
ries are also not competitive games in the same sense as a game like
hess. They are either collaborative games or single-player games.

e model the search process as a single-player game where the
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Fig. 1. The evolution of an MCTS search process. Adapted from (Williams et al., 2015
and  evolves as the number of simulations increases.

player is the cell coordinator, managing the various tools, robots
and workers.

We  follow the approach in (Toussaint et al., 2016) of using the
terms state and action for the model of the decision process where
actions connect states. We  then use the term activity for running
concurrent operations within the cell. A production system is mod-
elled using a set of discrete variables. Each variable represents the
current status of some aspect of the production process and more
usually some physical entity in the cell such as a robot gripper.
The set of possible values each variable may  take is created while
modelling a process or environment and in the case of the grip-
per might include; holding, not-holding, taking and releasing. The
values for taking and releasing would be used when an activity is
being performed and the values holding and not-holding would be
used when activities complete. A node in the search tree consists
of;

• a set of variable assignments,
• the current time or expected time when that node is reached and
• a list of executing activities as in (Toussaint et al., 2016).

The actions connecting the state nodes of the tree are of 2 types.
The first are begin actions, which begin a single activity, adding the
activity to the list of running activities and updating some or all of
the variables. Begin actions do not add any time to the current time
stored in the nodes of the search process. The second are completion
actions, which indicate that an activity has ended. These remove an
entry from the list of running activities, change some or all of the
variables and do update the time value with the expected time of

the completion of the activity. The expected times of activities are
not treated as probability functions but as an expected value to sim-
plify the implementation, this is a limitation that will be returned
to in future research. The time update of completion actions is used

3

e how in each iteration the tree grows but also the weighting of the nodes updates

ithin the search process and when a completion event occurs in a
unning system the measured time cost of the activity will be used
nstead.

Due to the potentially unlimited execution time of a produc-
ion cell and the limit on processing time, the search process and
he algorithms simulation phase include a depth limit based on
he execution time of the production process. In other words, the
imulation cannot proceed beyond a node which has too high a
ime value, and this time limit is recomputed periodically as events
rom the real system are recorded. This enforces termination of the
earch process in a similar manner to previous experiments that
ave been performed by other researchers (Keller and Helmert,
013; Samothrakis et al., 2014).

The objective of the system is to maximise productivity which
e  will compute as the number of jobs completed over time, where

 job is a series of activities in that cell before the product moves on.
he state model does not directly include an indication of the com-
letion of a job, only the completion of activities. To solve this we
dd a production progress score to each activity. These are then set
y the production designer to indicate which activities are inter-
ediate steps and which mark progress. In the examples found in

he next section, we have used 0 for all intermediate activities, such
s the robot arm simply moving between locations and 1 for activ-
ties that contribute directly to progress in an assembly, such as
ttaching a component. When a simulation ends due to the time
imit applied to the search process we sum the progress scores of
he completed activities that have been utilised. Hence the value of

 given node in the search tree becomes;

1 ∑
S
|S|

1 < i < |S|
1 < j < |Si|

ij



l
b

s
E
t

2

p
a
c
a
w
i

t
t
o
d

2

a
t
t
c

r
a
v
p
2
l
T
b
p
e

t
t
h
b
F
e

v

•

•

R. Senington, B. Schmidt and A. Syberfeldt 

Where S is the set of simulated activity sequences, Si is the ith sim-
ulation and Sij is the progress value of the jth activity of the ith

simulation.

2.3. Expansion and selection

As previously described in section 2.1, the standard implemen-
tation of MCTS includes an expansion and a selection phase in the
process. These will select a leaf of the currently constructed tree
to explore from, add a new child node to the tree and perform a
simulation from that child node. This is well suited to turn-based
games such as Go and Chess, however, our application includes the
following additional issues;

1 At any given time there can be several activities being performed
at once. For example, when the robot and worker are performing
different tasks we cannot be sure which will finish first and we
require a plan for these different situations.

2 The nodes of the tree include an estimate of time, to allow for
the depth limit previously described. When an activity completes
this time value is unlikely to be correct and so all nodes would
require their time to be updated, a potentially slow process.

3 When any activity completes and the variables are updated sev-
eral alternatives might be possible at once. For example, if a
collaborative activity that required both the worker and robot
completes then several activities might become available that
the worker could perform next. Similarly, the robot might also
be able to begin one of several activities. Ideally, it is these groups
of activities that could be activated that are scored, rather than
individual decisions in the search tree.

4 It is usually the case that once a set of new activities have been
begun the system will have a relatively long period for preparing
for the next phase, though this will vary depending on the appli-
cation. Hence it is desirable to begin a group of activities quickly
before returning to searching, rather than performing the search
process while the manufacturing resources stand idle.

Issue 2 points out that when an activity ends the precise time
is recorded and this disrupts the MCTS search process by requiring
that all nodes of the tree, which would be preserved, would have to
be updated. At this time we have simplified this issue by restarting
the process with the current status of the cell each time a signal is
received. Improving upon this would allow for greater expansion of
the tree between events and allow for increasing the depth limits
and so this is also a topic for further research.

To resolve the remaining concerns the expansion process was
replaced with an initial exhaustive search of a section of the tree.
Specifically, the root node is expanded through the actions that
represent the completion of the running activities. Subsequently
each of these expanded nodes is expanded exhaustively through
actions that begin new activities until no further activities can be
started. The search process would then be required to wait until
the next activity completed before making the next decision. The
intention here is to guarantee that for each completing activity all
the possible plans, that is sets of subsequent activities, that could
be activated have been considered and evaluated to some extent.
This tree is not expanded further until a new completion action is
received.

To evaluate the possible options equally, a uniform selection
strategy is used over the available leaves of the exhaustively

searched tree. This is performed cyclically and where time is
available will continue looping over the leaves. A simulation is
conducted from each leaf and the scores of the expanded nodes
updated as normal. Finally, each path of decisions leading to each
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eaf is recorded as a group and scored so that the group with the
est score is ready for activation on the next completion signal.

These modifications to the MCTS algorithm result in this ver-
ion behaving rather like a combination of search and Discrete
vent Simulation (DES), though a DES that is simulating choices
hat might be made in the future, not only the probability of events.

.4. Execution of the search process

The practical implementation used was  set up to explore the
ossible options while the system waited for the next completing
ctivity. Each iteration of the MCTS was required to finish but a
heck was  done on incoming signals between iterations and once

 completing activity was  seen the best set of subsequent actions
ere sent back. A flow chart of the application design can be seen

n Fig. 2.
Activities that are executed in the system were either con-

rol procedures interacting with machines or instructions sent
o human operators. Where instructions were needed for human
perators the test application made use of a tool for storing and
isplaying instructions on a range of devices (Kardos et al., 2018).

.5. Describing a cell

Though the focus of this work has not been the modelling of
 cell, the usability of the proposed approach can be improved
hrough the use of a simplified description of operations and when
hey can be performed. The approach taken is presented here for
ompleteness.

The user describes the cell in terms of variables usually rep-
esenting physical components of the cell that can be changed as

 process is run. The user also describes the possible values each
ariable can take. Each activity is given as a set of pre-conditions,
ost-conditions and the operation to be performed as in (Belzner,
017). Each activity includes the time it is expected to take and

inking code needed for communication with the physical systems.
he description is simplified when compared to the model that will
e used for the runtime so that the user does not define the com-
leting actions of the system directly, nor how many activities can
xecute at the same time.

Cells are often modelled using a hierarchy of components and
he same approach is taken here. A user is expected to create a
ree of components where a variable is a leaf of the tree. Each leaf
as several values it can take. An example of this approach can
e seen in Fig. 3 while an example of an activity can be seen in
ig. 4. Variables can also model stages in a production process, for
xample; indicating if part A has been attached to part B yet.

The simplified model of possible activities and variables is con-
erted to the concurrent activity model in the following way.

Each value a variable can take is split into two values, the original
and an unavailable version. The unavailable version corresponds
to variable values which would have been used while a specific
activity was in progress. For example, the gripper described in
section 2.2 had a holding and releasing value. The releasing value
would correspond to a generated unavailable value and is seen
in Fig. 4 as Holding-.
Each activity is split into two  actions, a beginning and completing
action. The start action connects states, one where the prerequi-
site values are those that the user gave as the prerequisite of the

activity and one where the variables have taken the unavailable
version of the value.
The completing action connects states where the variables have
their values set to the unavailable values of the pre-conditions



R. Senington, B. Schmidt and A. Syberfeldt Computers in Industry 128 (2021) 103433

Fig. 2. A flow chart of the high-level execution steps of the system.
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Fig. 3. Modelling a production cell’s resources an

and states where the variable values are those of the original
activity post-conditions.

An illustration of a pair of events after transformation can be
seen in Fig. 5, which is the transformation of the action seen in
Fig. 4.

3. Examples of usage

To illustrate the application of the system two examples are
used, one artificial to show how it can choose to interleave tasks
while the last is an example from a physical test cell. To depict the
decision process in operation, one or more charts are presented of
either a simulated or real run, depending on the examples. These

charts look like Gantt charts but it should be emphasised that they
are reports of activity rather than plans. Each chart represents a sin-
gle run, either in reality or in simulation, but repeated trials did not
introduce any large variations in the execution of these processes

o

•

5

 states of the resources using a hierarchical tree.

uggesting that these charts are a reasonable demonstration of the
esults of the system. In these examples, the focus of the cell model
or actions is the robots and other equipment, and these have the

ost possible status variations. The human workers have limited
tatus information, restricted to available or not available.

.1. Varying team sizes

This example shows a case where the size of the team is not
xed. The model includes; a robot arm, either one or two workers,
n AGV that carries the ongoing assembly like a conveyor and a
upply AGV that brings parts on request. There are 33 activities in
he model, though each can be activated from several different sets

f conditions, in total broken down as follows;

4 activities are for the AGV and supply AGV, these only allow for
requesting and dismissing them.
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Fig. 4. An example of an action impacting two components of the cell modelled in Fig. 3.

d rela
sing s

•

AGV together.
Fig. 5. The transformation of the action seen in Fig. 4 giving rise to a pair of events an
by  the described process and could be equivalent to the previously suggested relea

• 8 activities are for the robot arm moving between locations in
the cell, certain operations can only be performed in certain
locations.

•
 6 activities are for the robot arm, related to taking and placing
parts and performing some operations.

• 14 activities for the workers. w

6

ted states for the resources of the environment. Note that Holding- state is created
tate.

1 for a joint worker/robot activity where two workers and the
robot carry a large part from the supply AGV to the assembly
At any given time there is only a single assembly process under-
ay and when an assembly completes it is possible to continue by
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Fig. 6. A chart showing a series of decisions for the simulated case study model wit
a  robot arm assisting the worker.

requesting a new AGV and supply AGV, starting a further assembly.
Fig. 6 depicts the simulation results of the case study when the

robot and a single worker are used to perform the task.
The model includes two workers however the second worker

is deactivated, that is several of the states related to them are set
to values that do not fulfil any activity preconditions. This means
that the system is unable to find valid start actions for the sec-
ond worker. The chart shows the interleaving of activities for the
two resources and even some collaboration, with the robot holding
parts for the human partner to work upon.

Fig. 7 shows an alternative run where both workers are available.
More activities happen in parallel and the overall runtime is shorter,
as might be expected. The robot still interacts with one or other of
the workers where appropriate, or performs other operations while
the two workers are otherwise engaged.

3.2. A demonstration assembly station

This example is based on a physical demonstration cell. The cell
was created with the help of an automotive manufacture and uses
the same robot, conveyor technology and product as one of their
real lines. Fig. 8 shows both a diagram and a photograph of the
demonstration cell. It consists of a conveyor with a single stopping
location, two tables that can each have an ongoing assembly pro-
cess if a worker is active at the table and a robot that must decide
how to share its time between the workers. The conveyor transfers
pallets each of which carries two parts, a top and bottom for one
assembly process. There is then a final table that acts as a magazine

for additional parts used in the assembly.

The model consisted of 26 variables (leaves of the model tree).
Activities are divided between the workers and the robot, with one
instance of collaboration where the robot can hold a part for inspec-
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 one human worker active. The cell also includes a supply AGV, a primary AGV  and

ion by a worker, thus reducing physical strain on the worker. The
ctivities can be broadly classified into two  types, those that directly
mpact an assembly process, and those that change the state of
arts of the cell, for example moving parts from the conveyor to an
ssembly station. Only the relevant set of possible activities have
een implemented at this time. The following are the set of 32
ctivities made available;

6 robot movements between areas
6 robot activities to take or place parts (top and bottom of the
assembly and the completed product)
2 robot activities for holding the top up for inspection and then
placing it onto the table
18 human activities (there are two workers on different tables
with 9 activities each)

This demonstration execution begins with a single worker and
obot, and hence only a single active assembly. Halfway through,
he second table and worker are activated resulting in the robot
eginning to include the second worker in its activities. A report on
his execution can be seen in Fig. 9.

. Quality of decisions

An evaluation of the method proposed has been conducted in
imulation on both the examples presented. The varying team sizes
xample was evaluated in comparison to two alternative deci-
ion making approaches, a purely uniform random method and
 method using a greedy heuristic to limit the choices to those
hat look promising in the immediate future. For both of these
pproaches, the average time taken for execution was higher than
sing the MCTS approach, and the full results can be seen in Table 1.
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Fig. 7. A chart showing a series of decisions for the same model as Fig. 6 with two workers active.
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Fig. 8. A photograph and 3D mod

We  would note that our more modular approach to some of the
decisions, such as the robot arm movement between areas of the
cell, makes the problem more complex than it might be for a pure
scheduler. However, this also reduces the effort needed by the pro-
grammer, who need only give the system the possible actions, and
allow the dynamic scheduler to manage how they interact, adapting
to changing conditions as necessary.

For the example using the physical cell we can compare to
(Wang et al., 2019), which sought to examine the multi-objective
task of both the ergonomic load on the workers and cycle time.
In (Wang et al., 2019) 1 million solutions to the task assignment
problem were randomly generated and in respect to cycle time,

the best result of 180 feasible solutions had a cycle time of about
290 s. The comparison was done by creating a simulation using
our robot path segments, rather than (Wang et al., 2019)’s larger
actions and the time information given in their paper for the human

l

t
a

8

he demonstration environment.

orker’s actions. The cost of their larger action blocks was  checked
y adding together the smaller path segments required by our
ersion. The average time taken over 30 simulation runs using
he MCTS method was 277.62 s. The cause of this slight improve-

ent appears to be that the smaller operations used in the MCTS
ystem allow for a finer-grained overlap of tasks between work-
rs and robot. The authors of (Wang et al., 2019) noted to us
hat they did not attempt to optimise the solution but instead
ocused on characterising the multi-objective optimisation front
f the cycle time against the human ergonomic cost. Our result
ocuses on the time optimisation and shows that the MCTS method
oes provide an optimising effect on this small example prob-
em.
In the future, we  would like to continue to evaluate more tradi-

ional methods of scheduling and optimisation for static planning
gainst the use of the MCTS dynamic decision-maker.
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Fig. 9. A report chart of a run using a real robot and two  workers.

Table 1
A comparison of MCTS search with purely random and heuristically guided decision strategies over 30 sample executions. Averages are computed on those runs that
completed in less than 5 min  and the samples that failed to complete in this time are illustrated through the report of the mean or maximum being greater than some value,
where  appropriate..

Strategy >5min
Time to completion of a single production cycle [s]

Minimum Mean Maximum

t
a
m
c

h
r
a
t
s
p
a
e
r
s
a
p
o
i

MCTS 0 177 

Uniform Random 14 220 

Greedy Random 2 200 

5. Conclusion & future work

Decision making in response to quickly changing conditions is
likely to play a greater role in manufacturing as industrial tech-
nology continues to move towards greater flexibility in their tools
and processes. MCTS has been successfully applied as an AI algo-
rithm in other fields of computing and this paper has described
one way in which it can be adapted for use in general factory
automation. The approach taken has emphasised the simulation
phase of the algorithm, with some short-circuiting of the search
in the initial development of the tree. To enable ease of use a
model of the production cells in terms of discrete variables and
actions guarded by the possible values of these variables has been
implemented, an approach also seen in (Belzner, 2017). This model
is pre-processed to give rise to a more verbose set of possible
values, both for the variables and actions which initialise or rep-
resent the completion of activities in the cell. The more verbose
model is then used by the decision making process itself as seen
in (Toussaint et al., 2016). The tool created has been demonstrated

through example applications and performance evaluations against
an offline analysis of the real example cell and a heuristic search
method. The performance evaluations suggest that the approach

s
m
i

9

190.95 218
>265.78 >300
>244.84 >300

aken is at least as effective as these alternatives while we  would
rgue it is more flexible for usage in a real production environ-
ent, for example in terms of adding new operations to an existing

ell.
It was  pointed out in the introduction that other researchers

ave found that MCTS controls the combinatorial explosion expe-
ienced in many optimisation and decision problems. Despite the
dvantages presented by MCTS, there is a relationship between
he size of a problem and how well the algorithm can achieve
ensible estimates of the value of decisions. While the approach
resented here seems to work quite well it will be of interest to
pply the approach on larger examples. In the state-based approach
mployed here, more variables modelling the state of an envi-
onment, more activities and increasing the number of possible
imultaneous activities will increase the size of the problem, so

 larger problem will require more simulation runs than a smaller
roblem to achieve the same level of data about all expected future
ptions. It was  also pointed out that other researchers have exam-
ned the optimality gap between a solution from MCTS and a

olution from an exact algorithm, but such a study of the perfor-
ance of this approach has not yet been done and will be required

n the future.
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The method used here has, as explained, modified the original
approach of MCTS making it more like a repeated DES. Successful
MCTS implementations increase the detail of the tree previously
computed with time, preserving that knowledge between deci-
sions, improving both the performance of the algorithm and the
quality of decisions made. This is managed through tree policies for
the selection and expansion of nodes in the tree. It would be of great
interest to return to this concept and try to adapt the algorithm
again to add and experiment with various policies while apply-
ing it to the multi-device environment with simultaneous activities
which is used here. Other researchers have used neural networks,
trained against offline data, to learn these policies (Silver et al.,
2016). This approach would be in line with the concept of big-data
for factory environments. The approach would be to gather per-
formance data on activities performed, perform offline training of
the neural network to derive policies for MCTS within the simu-
lated environment and then downloading the neural networks to
the devices in the factory. Safety of the decisions would still be
enforced, such as it can be, through the state-action model and the
MCTS search, but optimality should be improved. In conclusion,
this paper presents a method for adaptation of MCTS to factories
which both appears to work well and has the possibility for a range
of improvements that would help to realise the full promise of the
smart factory.

Finally we have noted in several places some design decisions
and limitations that should be further investigated in the future
including; updating of the time in an existing search tree rather
than restarting the search, treating the expected time of activities
as a probability function rather than as a fixed value and return to
a more standard use of expansion, selection and simulation.
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