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The growing neural gas (GNG) is an unsupervised topology learning algorithm that models a data space 
through interconnected units that stand on the most populated areas of that space. Its output is a graph 
that can be visually represented on a two-dimensional plane, disclosing cluster patterns in datasets. It is 
common, however, for GNG to result in highly connected graphs when trained on high-dimensional data, 
which in turn leads to highly cluttered 2D representations that may fail to disclose meaningful patterns. 
Moreover, its sequential learning limits its potential for faster executions on local datasets, and, more 
importantly, its potential for training on distributed datasets while leveraging from the computational 
resources of the infrastructures in which they reside.
This paper presents two methods that improve GNG for the visualization of cluster patterns in large-
scale and high-dimensional datasets. The first one focuses on providing more accurate and meaningful 
2D visual representations for cluster patterns of high-dimensional datasets, by avoiding connections that 
lead to high-dimensional graphs in the modeled topology which may, in turn, result in overplotting 
and clutter. The second method presented in this paper enables the use of GNG on big and distributed 
datasets with faster execution times, by modeling and merging separate parts of a dataset using the 
MapReduce model.
Quantitative and qualitative evaluations show that the first method leads to the creation of lower-
dimensional graph structures that provide more meaningful (and sometimes more accurate) cluster 
representations with less overplotting and clutter; and that the second method preserves the accuracy 
and meaning of the cluster representations while enabling its execution in large-scale and distributed 
settings.

© 2021 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

A common problem in exploratory data analysis—a process that 
relies on limited preconceived assumptions [1]—is the investigation 
of cluster patterns in datasets [2], i.e., uncovering groups of in-
stances which form neighborhoods according to a given similarity 
or distance metric. One way to uncover such patterns is by model-
ing those neighborhoods and then visually encoding them. Modeling 
is often achieved by using dimensionality reduction (DR) (e.g., PCA 
[3], t-SNE [4], and UMAP [5]) or clustering (e.g., Ward [6], OP-
TICS [7], and SOM [8]) techniques; whereas visual encoding can 
be achieved by employing scatter plots, dendrograms, reachability 
plots, and U-Matrices.
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As datasets grow in terms of size (number of data points) and 
dimensionality (number of features), it becomes more challenging 
to uncover such cluster patterns in a human-interpretable and us-
able way. High-dimensional datasets are more difficult to model 
because data points are sparser in the multidimensional space 
(a.k.a., the curse of dimensionality [9]). This makes modeled dis-
tances less meaningful, therefore affecting the representativeness 
of the subsequent visual representations. Bigger datasets (i.e. with 
millions of data points) entail even more usability challenges, such 
as avoiding overplotting and clutter in the visual representations 
or providing system feedback from both learning processes and 
user-triggered interactions under a given time threshold (i.e., 10 
seconds for task-preserving latency) [10–12].

The DR community has made extensive progress in modeling 
high dimensional spaces, as well as in enabling faster and progres-
sive computations (see [13–15] for thorough surveys). Most tech-
niques, however, have a limit on the number of data points that 
can be modeled before producing overlapping elements and clut-
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Projections of the MNIST dataset [21] using GNG and t-SNE.
ter in the visual encoding, or before exceeding the recommended 
feedback times. This is mainly due to the nature of DR techniques, 
where all data points are either visually encoded or need to be 
accounted for during each training epoch.

Some clustering techniques, such as SOM and the GNG [16], re-
solve these issues by quantizing the data, i.e., by compressing the 
data into a set of representative units, and by working in an in-
cremental manner, i.e., modeling the space by taking subsets of 
data at a time. The former reduces the occurrence of overplotting 
and visual clutter, as well as computational burdens triggered by 
user interactions such as selecting and zooming, by only depicting 
a smaller set of representative units. The latter, on the other hand, 
allows systems to provide faster feedback from ongoing learning 
processes, while also allowing them to model streaming data. Ad-
ditionally, the output from such techniques lends itself to subse-
quent analytical tasks such as anomaly detection, e.g., [17].

Despite their similarities, some works have described advan-
tages of GNG over SOM. First, the visual encoding of SOMs (U-
Matrices [18]) was empirically shown to be less intuitive than 
GNG’s graphs [19]. Second, GNG’s models can partition data into 
independent networks which reflect the number of clusters in a 
dataset, hence providing an automated estimate of this hyper-
parameter (usually known as k) [20]. Taking these benefits into ac-
count, this paper proposes two methods to further improve GNG’s 
modeling power and efficiency when it comes to visually uncover-
ing cluster patterns in large and high dimensional datasets.

1.1. Problem description

In spite of the previously described benefits, visual representa-
tions of GNG tend to degrade as datasets grow in dimensionality 
[19]. Concretely, GNG models of high-dimensional data result in 
highly connected networks which tend to produce many overlap-
ping units and edges when projected on a two-dimensional plane, 
resembling hairball-like networks (see Fig. 1) with arguably no vis-
ible cluster patterns as compared to other techniques (e.g., t-SNE).

Moreover, GNG’s sequential implementation can create a bot-
tleneck for large and distributed datasets. In such settings, where 
data resides on different machines (nodes), a system might be re-
quired to retrieve the data from each of the nodes in order to train 
the model on a single machine. This could work well by sampling 
data points in an iterative manner (as suggested in [22]) but would 
arguably create an unnecessary burden on the system in terms of 
network traffic, thus potentially increasing feedback times beyond 
the recommended usability thresholds (especially when dealing 
with high-dimensional datasets such as images).
2

1.2. Contribution

This paper describes two sets of updates for the GNG al-
gorithm, aimed at resolving the two aforementioned problems. 
Namely, avoiding entanglement in GNG’s models to provide more 
accurate and meaningful cluster pattern representations of high-
dimensional datasets; and parallelizing the learning process (using 
the MapReduce programming model [23]) so that it may produce 
faster results in either distributed or local datasets. To assess the 
validity of these solutions, three different GNG versions were cre-
ated: u-GNG to assess entanglement prevention, parGNG to assess 
parallelization, and u-parGNG to assess both. In addition to these, 
one other version was assessed, s-GNG, which adds sampling to u-
parGNG to further decrease execution times and improve its mod-
eling by avoiding noise. The performance of these four versions, 
along with the original GNG as a baseline, were assessed quan-
titatively in terms of execution times, mean squared error (MSE), 
and three other metrics aimed at evaluating a model’s cluster sep-
aration in terms of the connections among its units. Their cluster 
pattern representations were also qualitatively assessed by com-
paring their two-dimensional visual representations (embeddings).

Results show that (a) u-GNG creates more accurate and mean-
ingful visual representations of cluster patterns within similar exe-
cution times; (b) parGNG scales to distributed datasets while pre-
serving, and at times improving, GNG’s modeling accuracy; (c) u-
parGNG also preserves u-GNG’s modeling accuracy while achieving 
faster results; and (d) s-GNG can further lower u-parGNG’s learn-
ing times while preserving, and sometimes improving, its modeling 
power.

The rest of the paper is organized as follows: the next section 
provides a brief introduction to GNG and MapReduce, while related 
work is reviewed in Section 3. The two new methods are presented 
in Sections 4 and 5, while the experimental setup and results are 
described in Sections 6 and 7. These are followed by a discussion 
of the results and a brief concluding section.

2. Background

2.1. The growing neural gas

Fritzke [16] proposed the GNG as a learning algorithm that 
finds “a topological structure which closely reflects the topology 
of the data distribution”. Unlike the Neural Gas (NG), proposed 
by Martinetz et al. [24], GNG uses Competitive Hebbian learning 
[25] to dynamically add units to the modeling network during the 
learning process—hence Growing NG. The outcome of a GNG is a 
set of units (neurons), each with an associated weight vector (pro-
totype) of the same dimensionality as the input data, and a set of 
edges connecting the units.
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The learning process is composed of the following steps:

1. Start with two connected units with randomly initialized pro-
totypes.

2. Take an input signal (data point) δ from the dataset.
3. Find the two closest units μa and μb , based on the Euclidean 

distance of their prototypes to δ.
4. Linearly increment the age of all edges connected to μa .
5. Add (accumulate) the squared Euclidean distance (||μa − δ||2) 

to an error variable associated to μa .
6. Move μa , and its topological neighbors, towards δ by a factor 

εb and εn respectively.
7. Connect μa and μb if they are not already connected; set the 

age value of their connecting edge to zero if they already are.
8. Remove all edges with an age over a threshold amax , as well as 

all resulting unconnected units.
9. At every λ input signal, insert a new unit between the unit 

μq with the largest accumulated error, and its direct topolog-
ical neighbor μr with the largest accumulated error. The new 
unit’s prototype is set to stand in between, i.e., 0.5(μq − μqr). 
Reduce the errors of μq and μr by a factor α. Set the new 
unit’s error equal to μq ’s error.

10. Decrease all units’ error by d.
11. If no stopping criteria are met, go to step 2.

This process is incremental in nature, since learning is achieved 
one data point (signal) at a time. This allows GNG’s inclusion 
in progressive and interactive systems, where analysts can steer 
and explore the modeled space, as training proceeds [12,26]. Con-
cretely, a system can provide partial results at every given time 
step t , so that users may explore, assess, and steer the modeling 
process. Another inherent benefit is that it can model clusters of 
different shapes. Unlike SOM, where the topology of the network 
(number of units and connections) is predefined, GNG learns the 
topology by adding both units and connections as more informa-
tion is received. This, as later shown, can translate to one or more 
modeled networks of arbitrary shape (as given by the data dis-
tribution), where each represents different populated areas in the 
data. Counting the networks, therefore, provides an estimate of the 
number of clusters in the dataset, k [20].

Our proposed entanglement prevention seeks to create lower 
dimensional graph representations of the manifold, which in turn 
is expected to (a) foster the creation of separate networks when-
ever suggested by the density distribution of the data, and (b) 
improve its visual representation in the two-dimensional plane, 
hence facilitating the visual disclosure of cluster patterns.

2.2. MapReduce

MapReduce is a programming model proposed by Dean and 
Ghemawat [23] in order to scale computations across distributed 
infrastructures in a reliable manner. The model is composed of two 
stages: one which transforms data instances using a map function 
M; and another which aggregates the transformed values using a 
reduce function R . The output cardinality of instances from the first 
stage is usually equal to the cardinality of the input—sometimes 
lower if a filtering condition is applied—while the cardinality of 
the second stage is, as the name implies, reduced.

Fig. 2 gives an example of a MapReduce process where a 
dataset X is split into four partitions. Each partition is transformed 
from a type y to a type j using the map function M , and the re-
sulting transformations are then reduced with a function R that 
aggregates instances by key sets K and T (e.g., years or months). 
Aggregations by key are common practice, but they can also be 
done on the entire the dataset (i.e., without a key), hence produc-
ing a single result. This is the case, for example, in our proposed 
3

Fig. 2. MapReduce with four partitions.

GNG parallelization. Both stages can be performed in parallel, with 
the only condition that, in order to have consistent results, the re-
duce function is both associative and commutative.

Our proposed parallelization of GNG uses the map stage to 
model each data partition separately, and then the reduce stage 
to merge each model into a global one. Details are given in Sec-
tion 5.

3. Related work

3.1. Visualizing cluster patterns

There are different machine learning (ML) techniques for visu-
alizing cluster patterns, most of which fall under the umbrella of 
DR. Such techniques seek to project data from an N-dimensional 
to a Y -dimensional space, where Y < N , while preserving, to the 
largest possible extent, the local or global neighborhood relation-
ships of the original N-space (distance-wise, e.g., Euclidean). If 
Y ∈ {2, 3} then the projected data can be visually encoded using 
2D or 3D scatter plots. Examples of DR techniques are PCA [3], 
MDS [27], Isomap [28], t-SNE [4] and UMAP [29]. In particular, the 
latter two have proven to scale well to high-dimensional datasets 
by modeling the manifold that emerges from local neighborhoods, 
i.e., by prioritizing the preservation of smaller distances over global 
ones (see [13] for an extensive benchmark). Unlike GNG’s topology 
models, from where it is also possible to draw an estimate of the 
number of clusters, DR projected values do not lend themselves to 
the automated estimation of k.

Other methods for visualizing cluster patterns fall under the 
clustering category. Examples are Ward hierarchical clustering [6], 
which constructs a tree that can be visually encoded using a den-
drogram; OPTICS density-based clustering [7], whose output can 
be visually encoded using a reachability plot; or the aforemen-
tioned neural-based techniques SOM and GNG, which can, respec-
tively, be visually encoded using a U-Matrix [18] or force-directed 
placement (FDP) [30]. SOM and GNG are similar in the sense that 
both are topology learning techniques, both work incrementally, 
and both perform vector quantization. SOM, however, has a static 
network topology of predefined connections among units that lim-
its its learning to the movement of the prototypes. Despite their 
quantization and incremental learning benefits, both are likely to 
score poorly in terms of interpretability and accuracy, as compared 
to some DR techniques, when used to estimate the number of k
clusters in a dataset [19]. This paper intends to improve these as-
pects of the GNG algorithm, based on a previous implementation 
from the library proposed in [30] where sampling is used to col-
lect batches of the distributed data into a single machine and run 
per-batch epochs of Fritzke’s algorithm.

3.2. Scaling the growing neural gas

A type of GNG disentanglement was suggested by Costa and 
Oliveira [20], where they rank and eliminate edges after training 
using a three-step strategy. First, they duplicate the trained model, 
remove all edges, and create new ones by resubmitting the data. 
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Fig. 3. Graph structures of different dimensionalities. Red dashed lines are examples of connections which could be removed in order to lower the dimensionality of a graph.
During resubmission, a utility variable is associated with each edge 
(which is linearly increased during step 7), and only the edge-
related steps—i.e., steps 2, 3, 7, and 8—are executed. The second 
step is to remove edges that are not at the intersection of both 
the first model and the duplicated model. Finally, the last step re-
moves other edges whose utility value, or length (based on the Eu-
clidean distance between the prototypes of the units they connect), 
does not meet or exceeds a certain threshold. Unlike their solu-
tion, which carries a post hoc removal of edges, the mechanism 
proposed in this paper avoids entanglement during the learning 
process itself. This has an impact on the movement of the units 
during training, which influences the accuracy of the model (in 
terms of MSE) as well as the number of created networks.

Concerning the improvement of execution times, Fliege et al. 
[31] proposed a MapReduce version of GNG following the batch 
parallelization approach suggested by [32]. Namely, their solution 
creates an initial model with two connected units (as in the orig-
inal algorithm) that is then broadcast to each of the working 
threads (or nodes in the case of a cluster infrastructure). A map
function then fits each model to a different partition of the dataset 
by executing steps 2 to 6, i.e., by moving units in the data space 
and without making changes to the graph. A reduce function then 
merges the fitted models into a global one, by averaging the move-
ment of the prototypes, the units’ errors, and the ages of the edges. 
Finally, the resulting model is updated by executing steps 7 to 10, 
i.e., by adding and removing edges, and by adding a new unit (if 
the maximum number of units has not been reached). The process 
repeats itself until a convergence criterion is met. Their experi-
ments report faster execution times, but do not report accuracy. 
The MapReduce version proposed here follows another paralleliza-
tion approach suggested by [32], where separate GNGs are fitted to 
different data partitions by executing steps 2 to 10 (hence, letting 
each grow separately) and then merging them by using the pro-
totypes in one GNG as the training data for another GNG (more 
details are given in Section 5). The advantage of this approach 
is that bigger training steps are taken, since more than one unit 
is added per epoch. We elaborate more about our approach and 
theirs in Section 8.

Orts et al. [33] proposed a CUDA version of GNG. Their solution 
parallelized the second step of the learning process, i.e., finding the 
two closest units to an input signal, as it was found to be the most 
computationally expensive part; the remaining steps still run in a 
sequential manner. This step, however, as shown in their experi-
ments, is only worth parallelizing when the number of units used 
in the modeling is greater than a given threshold (>500); GPU 
parallelization for a lower number of units would not show sig-
nificant improvement (or could even hinder) the execution times 
due to the transfer latency with the CPU. In the application area of 
3D reconstruction—to which they targeted their contribution—such 
performance improvements are helpful since it is common to have 
over 500 units. This, however, is not the case for visualizing clus-
ter patterns, where the number of units is sought to be minimized 
in order to avoid overplotting and visual cluttering, and reduce 
the computational burden of user interactions. Compared to their 
work, we propose a general solution (not GPU-specific) to paral-
lelize the entire pipeline of the learning process (not just one step), 
and our solution also deals with datasets that are geographically 
distributed. These two solutions are, nevertheless, not mutually ex-
4

clusive; it would be possible to parallelize the entire pipeline so 
that GNG is executed on different CPU threads or worker nodes, 
while also parallelizing GNG’s second step on GPU threads in each 
worker node.

Zhu et al., [34] proposed the use of random projection, a fea-
ture extraction technique, as a pre-processing step to make GNG a 
viable technique in the context of the specific challenges of data 
streaming. Random projections are used by the authors to reduce 
the dimensionality of a dataset and, hence, lower the execution 
times of GNG while “still finding a solution which is related to 
clustering in the original high-dimensional space”. This is simi-
lar to the use of PCA in [4] where t-SNE is presented, but in the 
context of streaming data and clustering with GNG. Random pro-
jections, however, have also been used as a pre-processing step for 
scaling clustering algorithms that work on static data [35], which 
suggests that they can also be used as a pre-step to the enhanced 
GNG version proposed here and, hence, further decrease its execu-
tion times.

4. Avoiding entanglement

This section describes the first proposed method, aimed at pro-
viding more meaningful and accurate cluster embeddings of GNG’s 
modeled topologies. Fig. 1 showed two projections of the MNIST 
dataset (details of the dataset are given in Section 6), one using 
force-directed placement on a GNG model (left), and the other a 
scatter plot of a 2D t-SNE projection (right). In the former, each 
node represents a GNG unit, with nodes sizes encoding density 
(i.e., the number of data points a unit represents), and the length 
of the edges encode the Euclidean distances between units’ proto-
types.

It is possible to see, in Fig. 1, that GNG created a highly con-
nected network that hardly reflects any of the cluster patterns that 
other techniques, such as t-SNE, manage to disclose. A possible ex-
planation for this behavior is that the connections created by GNG 
form high-dimensional graph structures. Fig. 3 illustrates the idea 
of how graph structures grow in complexity as they increase in 
dimensionality. In fully connected networks, the more units, the 
higher the dimensionality of the graph, and, hence, the more over-
lapping edges in the 2D plane.

The original GNG has no restrictions on the dimensionality of 
the graph structures it creates. Namely, step 7 of the GNG will 
connect the two closest units (μa and μb) to a given signal (δ), 
regardless of where they currently lie within the network. This be-
havior is not necessarily wrong, since it reflects the complexity of 
relationships in higher-dimensional spaces. Still, it might be unde-
sired for the tasks of cluster analysis and visualization.

An approach to fostering the creation of lower-dimensional 
graph structures, and avoiding overlapping edges in the embed-
ding, is to restrict the creation of connections among units. Our 
proposed solution does this by requesting five conditions to be 
met in step 7 when units μa and μb are not already connected. 
Namely, μa and μb may connect, if and only if:

1. They are second-degree neighbors, i.e., they have at least one 
neighbor in common—a bridge.

2. They have no more than two bridges.
3. There are no connections among bridges (if there are two).
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Fig. 4. Examples of forbidden and allowed connections.
4. If there is only one bridge, then μa and μb should have no 
more than 1 common neighbor with it. That is, if μ′ is the 
bridge between μa and μb , then neither μa nor μb should 
have 2 or more common neighbors with μ′ .

5. The second winning unit (μb) belongs to a small network.

The first condition avoids curling the network from its cur-
rent representation of the manifold, by not allowing distant units 
(graph-wise) to connect. In Fig. 4a, for example, unit A would not 
be allowed to connect to units G and H since there are no common 
neighbors between them. According to the first condition, unit A 
may connect to units D and F since they have B, C, and E as com-
mon neighbors; the second condition, however, would not allow 
these connections to take place. Other forbidden connections of 
this rule are shown with red dashed lines.

Conditions 2 to 4 aim to avoid local graph structures from 
becoming high-dimensional, or, simply put, from creating overlap-
ping edges in the two-dimensional plane. According to condition 
3, a connection between B and E is not allowed (see Fig. 4b) 
because their common neighbors, C and A, are connected—hence 
avoiding edge BE from overlapping CA. Condition 4 (see Fig. 4c) 
also seeks to avoid overlapping edges while still being permissive, 
but in slightly more complex situations. This is the case of con-
nections between D and A, and D and B; the latter should be 
allowed (DB would not overlap any other edge), while the for-
mer should not (DA would overlap BC). The 4th condition resolves 
this by checking that their bridge C has no more than one com-
mon neighbor with either of the units in question. Connecting D 
and A is forbidden, for example, because their bridge C has two
common neighbors with A, i.e., nodes B and E. The 2nd condition 
(i.e., no more than two bridges) simply disregards more complex 
cases, which are more likely to create overlapping edges in the 
two-dimensional plane. The allowed connections so far are shown 
in Fig. 4d. It is possible to see that, despite the former restric-
tions, higher-dimensional structures can still be constructed (see, 
for example, that adding CG would overlap DF). Such connections 
could be avoided by checking not just common neighbors between 
a bridge and the connecting units, but paths which may get on 
the way. Checking if such paths exist, however, would make the 
training quite computationally expensive, which is why it is not 
suggested as part of the solution. Moreover, the results from the 
tests described in Section 7 show that these conditions alone make 
considerable improvement over the state of the art.

The final condition aims to allow small satellite networks, i.e., 
networks whose units are close to other networks in the Euclidean 
space, to reconnect to other networks. The first condition is strict
in the sense that it does not allow separate networks to recon-
nect. Several trials showed that this is the desired behavior when 
it comes to reasonably sized networks, e.g., with more than 2 or 
3 units. Smaller networks, on the other hand, may be the result 
of a split early in the training, when a significant portion of the 
population has not yet been seen. The third condition gives small 
networks the opportunity to reconnect to others while also allow-
ing them to become independent.
5

5. Parallelizing GNG

This section describes the second proposed method, which aims 
at enabling GNG’s execution over distributed infrastructures while 
leveraging their computational resources. The sequential version of 
GNG can be defined as

L(G0, X, e) → G X
e (1)

where L is GNG’s learning algorithm, which fits an initial model 
G0 to a training dataset X , and produces a trained model G X

e af-
ter e epochs. The proposed parallel version uses the MapReduce 
programming model to split the learning process into r partitions 
of X (where r > 1, ideally tailored to the computational resources 
and the size of the dataset) and then merge the results from each 
partition into a single model.

Concretely, the first step to parallelize GNG is to split the 
dataset X into r partitions Xi, i ∈ [1, ..., r], and then apply a map 
function (M) that partially fits (with a single pass) separate GNG 
models to each of the partitions Xi . Data partitioning should be 
balanced (i.e., each partition should have a similar number of data 
points) so that each parallel process takes similar time, and prefer-
ably random (i.e., data points randomly assigned to each partition) 
to avoid bias in the learning (this is, nonetheless, mitigated in the 
merging stage as later explained). Assuming that X has been split 
following these conditions, the map function is defined as follows

M(Gt, Xi) → L(Gt, Xi,1) → Gi
t+1 (2)

That is, M is a function that applies a one-pass of L to the ith

partition of X , at a given epoch t . The first epoch (t = 0) looks as 
follows:

M(G0, X0) → G0
0

M(G0, X1) → G1
0

...

M(G0, Xr) → Gr
0

This results in r partially fitted models, one per partition. These 
models are then merged using the following reduce function:

R(Gi
t, G j

t ) → L(Gi
t, P j

t ,1) (3)

where Gi
t and G j

t are the models fitted to partitions i and j, and 
P j

t are the units’ prototypes in model G j
t . The merging mecha-

nism is simple in the sense that it reuses GNG’s learning logic. 
Namely, the prototypes of model G j

t are used as a training set 
for a one-pass run of GNG, using model Gi

t as the initial state. In 
other words, Gi

t is partially fitted to G j
t ’s learned space. The merg-

ing order is preferably random to prevent bias. This analogous to 
counterbalancing in statistical experiments, where each participant 
(GNG learner) is shown different conditions (partitions) in a differ-
ent order.
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Fig. 5. Parallel GNG learning example with four partitions.

The resulting model from the reduce stage is then used as the 
initial state for the mapping stage in the following epoch. Fig. 5 ex-
emplifies the overall process for a dataset split into four partitions. 
The hyper-parameters for both the map and the reduce stages can 
be the same as the ones used for the sequential GNG version.

All parallel versions assessed in this paper are based on this 
model. The only difference in s-GNG is that it samples each data 
partition during the map stage. Concretely,

M(Gt, Xi, s) → L(Gt, Sample(Xi, s),1) (4)

where Sample is a uniform sampling function, and s states the 
fraction size (in percentage) that is to be sampled from the given 
set of points. Sampling is expected to reduce training times and 
avoid noise from the data, and while it may arguably lead to a loss 
in accuracy, our empirical results show that this is not the case.

6. Experimental setup

This section describes the metrics used to assess performance, 
the independent variables (i.e., GNG versions and datasets), and 
the conditions under which the experiments were carried.

6.1. Performance metrics (dependent variables)

Five performance metrics were used, all measured on a per-
epoch basis: execution time, mean squared error (MSE), class sep-
aration error (CSE), number of created networks (CN), and the 
number of redundant networks (RN).

MSE measures the average squared difference from each data 
point to its closest unit:

M S E = 1

N

N∑

i=1

MinS E(G X , xi) (5)

where N is the size of the dataset, and MinS E a function that re-
turns the minimum squared error between data point xi and each 
of the units’ prototypes of model G X . This metric measures the 
quality of the model in terms of how well the units represent the 
distribution of the data in the multidimensional space. The lower 
the number, the better.

CSE, on the other hand, measures the goodness of the connec-
tions among units with respect to the class they represent. This is 
quantified in terms of the percentage of edges that are connecting 
units that represent two different classes, i.e.

C S E = �/E (6)

where E is the total number of edges, and � the number of edges 
connecting units of a different class. Class representation, in this 
case, is given by a majority vote from the data points a unit repre-
sents. That is, the most frequent label in the subset of X , which is 
closest to a given unit (in terms of Euclidean distance). As in MSE, 
the lower the value the better.

The last two metrics are CN and RN. The former is a simple 
count on the number of independent networks in the model, while 
6

Table 1
Datasets.

Dataset Size Features Labels

S Dermatology 366 34 6
BreastCancer 569 9 2
Abalone 4K 7 29

M Isolet 6.2K 617 26
MNIST 60K 784 10
FashionMNIST 60K 784 10

L E-MTAB-6169 787K 50 –
Glove 400K 200 –
GoogleNews 3G 300 –

the latter is a count of networks that are redundant in terms of the 
class they represent (i.e., the number of networks representing the 
same class). Similar to the class of a unit, the class of a network is 
given by a majority vote from its units. Greater CN values, together 
with lower RN values, mean a closer representation of the true 
number of classes in a dataset, i.e., closer to the ground truth.

6.2. GNG versions and datasets (independent variables)

Five versions of GNG were used to assess the validity of the 
three proposed changes, i.e., entanglement avoidance, paralleliza-
tion, and parallelization with sampling. Namely:

• GNG: Sequential GNG (i.e., original version used as a baseline).
• u-GNG: Sequential and untangled GNG.
• parGNG: Parallel GNG.
• u-parGNG: Untangled and parallel GNG.
• s-GNG: u-parGNG with sampling.

Six datasets were used in the evaluation (see Table 1): 3 smaller
(S) datasets, with less than 5K data points, used only for testing 
the sequential versions (i.e., GNG and u-GNG); 3 medium (M) sized 
datasets, between 6K and 100K data points, used to test all five 
versions; and 3 larger (L) datasets, with over 400K datapoints, as-
sessed using parGNG and s-GNG projections. These latter datasets 
do not have labels, and thus, their performance is measured only 
in terms of MSE and CN.

The S datasets are Dermatology, comprised of skin sample mea-
surements associated with erythemato-squamous diseases; Breast-
Cancer [36], comprised of benign and malignant cell nuclei mea-
surements; and Abalone [37], comprised of measures of mollusks 
of different ages. These were all taken from the UCI machine 
learning repository [38]. The M datasets are Isolet [39], comprised 
of spoken letters of the English alphabet (also taken from UCI); 
MNIST [21], comprised of 28 × 28 pixel images of handwritten 
digits; and FashionMNIST [40], comprised of 28 × 28 pixel images 
of clothing articles. Finally, the L datasets are E-MTAB-6169 [41], 
comprised of chicken transcriptomic profiles; Glove [42], com-
prised of word embeddings from Wikipedia pages; and Google-
News [43], comprised of word embeddings from news articles.

6.3. Implementation and parameters

All GNG versions, as well as metric functions, were imple-
mented using the Scala programming language. The Apache Spark 
library was used to implement the parallel versions, thus leverag-
ing from its abstraction of the MapReduce model. A public imple-
mentation of these versions is provided as an off-the-shelf Visual 
Analytics library [44] here: https://github .com /eliovr /visualgng.

The environment where the sequential versions were tested 
was a 64 bit Ubuntu 18.04 computer, with 62.4Gb of RAM and 
Intel Xeon E5/Core i7. The environment for the parallelized ver-
sions, on the other hand, was a three-node cluster (two workers 

https://github.com/eliovr/visualgng
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Fig. 6. Embeddings of the S datasets. Training for these was carried over 50 epochs with a maximum of 50 units. Colors and text represent classes in the data. (For 
interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
Table 2
Experimental settings. *8 partitions were used with the 
parallel GNG versions, and 1 for the sequential. **24 parti-
tions were used for the GoogleNews dataset.

S M L

Max. units 50 120 200
Epochs 50 100 100
Partitions 1 1, 8* 8, 24**
Scaling Yes No No

and a driver), each using Ubuntu 18.04, 4 VCPUs, and 4Gb of RAM. 
The aim of this setup is to test and showcase the parallel ver-
sions of GNG in a real distributed environment. Here, datasets were 
distributed using Hadoop HDFS. For the GoogleNews dataset, how-
ever, the first environment was used since it provided 24 cores for 
parallel executions—the distributed environment provided only up 
to 8 effective threads (2 workers × 4 VCPUs).

The original GNG hyper-parameters were, in all cases, the same 
as those suggested by Fritzke [16] (as in [45]). Concretely: εb = .2
(adaptation step of the closest unit), εn = .006 (adaption step of 
the neighbors), λ = 100 (frequency with which units are added), 
amax = 50 (maximum edge age), α = .5 (error reduction rate of 
the neighbors of a new unit), d = .995 (error reduction rate of all 
units). Other parameters, such as the maximum number of units 
and the number of epochs, were set based on the size of the 
datasets (see Table 2).

The two proposed methods, along with the proposed sampling, 
include three additional parameters: the size of small networks in 
entanglement prevention (condition 5); the number of partitions r
in parallel learning; and the sampling factor s in parallel learning 
with sampling. The former was set to 3 (i.e., networks of 3 units 
may reconnect), the sampling factor was set to 0.5 (i.e., sample 
fifty percent from each partition), and the number of partitions r
was set to 8. In the case of GoogleNews, r was set to 24 in order to 
7

leverage from all computational threads—as previously mentioned 
in the environment settings.

S datasets were scaled to a one-unit variance since their origi-
nal features had different scales. Finally, 10 test trials were carried 
in all cases. This allows assessing the variance in the measure-
ments that would result from the instantiation of the initial models 
(G0), the merging order during the reduce phase, as well as the 
sampling used in s-GNG.

7. Results

The results are described in two parts: first, in terms of ex-
ample embeddings (2D visual representations) of the S, M, and L 
datasets using different GNG versions; and second, in terms of the 
performance metrics.

7.1. Embeddings

Examples of the embeddings resulting from the different GNG 
versions are shown in Fig. 6 (for the S datasets), Fig. 7 (for the M 
datasets), and Fig. 8 (for the L datasets). For the M datasets, only 
embeddings from GNG and s-GNG are shown; the others (u-GNG, 
parGNG, and u-parGNG) are provided in the supplementary mate-
rial. Figs. 6 and 7 use color encodings and tags to identify different 
classes given by the majority votes (as explained in Section 6).

In Fig. 6, not much difference can be seen between the GNG 
and u-GNG embeddings of the S datasets, except for Dermatology 
dataset. In this latter case, GNG created 2 networks, one represent-
ing the 3s and the other the rest, while u-GNG created 4 networks, 
three of which present purity (i.e., all units in a network represent 
the same class) and a fourth one with a mixture of the remaining 
three classes.

Embeddings of M datasets, on the other hand, show larger dif-
ferences between the results of GNG and s-GNG (see Fig. 7). Here, 
GNG created a single network for all datasets, with particularly 



E. Ventocilla, R.M. Martins, F. Paulovich et al. Big Data Research 26 (2021) 100254

Fig. 7. Embeddings of the M datasets. Training for these was carried over 100 epochs with a maximum of 120 units. Colors and text represent classes in the data.
cluttered results on the image datasets (i.e., MNIST and Fashion-
MNIST). s-GNG, on the other hand, created different separations 
(independent networks) for each dataset: 17 networks (12 being 
pure) out of 28 classes for Isolet; 8 networks out of 10 classes 
for MNIST (of which 6 are pure, and one with a biased major-
ity towards 3s); and 2 networks out of 10 classes for FashionM-
NIST (with mixed class representations, but arguably with much 
less overlapping elements and visual clutter). Other GNG versions 
(provided in the supplementary material) show slightly different 
results. parGNG had similar outcomes compared to GNG on the 
images datasets (i.e., a single clutter network), but produce differ-
ent independent networks for Isolet (10 networks, 5 of which are 
pure). u-GNG and u-parGNG, on the other hand, produced models 
with a few differences when compared to s-GNG, i.e., the former 
did not make a clear separation between 5s and 3s, while the lat-
8

ter did not make a clear distinction of the 8s. These differences, 
however, as previously mentioned, can vary slightly from one run 
to another.

Finally, Fig. 8 shows the differences in the performance be-
tween parGNG and s-GNG on L datasets. In the case of E-MTAB, 
both versions produced similar results: a single, elongated net-
work, with thinner extremes and a wider set of interconnected 
units in between. Units in s-GNG, however, are more spread and, 
therefore, less cluttered due to a lower number of connections. For 
the word embedding datasets (Glove and GoogleNews), parGNG 
produced a single and highly connected network (similar to the 
image datasets) which resulted in highly cluttered representations. 
s-GNG, on the other hand, produced several independent networks, 
of which many have low dimensionality.
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Fig. 8. Embeddings of the L datasets. Training for these was carried over 100 epochs with a maximum of 200 units.
7.2. Performance metrics

Fig. 9 shows the execution times per epoch, for all GNG versions 
on the M and L datasets. Execution times on the S datasets are 
provided in the supplementary material. The table is divided into 
M and L datasets, and into sequential and parallel versions.

It is possible to see that, for the M datasets, parallel versions 
had lower training times per epoch than the sequential versions. It 
is also possible to see that, in most cases, the untangled versions 
(u-GNG and u-parGGN) achieved lower execution times than the 
original GNG (i.e., GNG and parGNG), with the exception of Isolet 
(in both sequential and parallel versions) and FashionMNIST (in the 
parallel version), where the difference is not as clear. In the case 
of the S datasets, the untangled and original GNG versions (both 
sequential) had similar performances.
9

Table 3
Execution time ratios, i.e., how many times faster (in average) is one version (e.g., 
parGNG) compared to another (e.g., GNG).

Isolet MNIST F-MNIST E-MTAB Glove G-News

GNG vs. 
parGNG

9.5 13.6 13.4 – – –

u-GNG vs. 
u-parGNG

8.8 7 6.2 – – –

u-parGNG 
vs. s-GNG

2.4 1.9 1.9 2 1.9 2

Table 3 shows the average execution time ratios (i.e., how many 
times faster is one version compared to another). The first two 
rows represent a sequential GNG version versus its analog parallel 
version. The last row, on the other hand, compares a parallel ex-
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Fig. 9. Execution times on the M and L datasets. Colors correspond to GNG, u-GNG, parGNG, u-parGNG, and s-GNG. G-News stands for GoogleNews.

Fig. 10. MSE and CSE performance results on the M datasets. Series represent GNG, u-GNG, parGNG, u-parGNG, and s-GNG. Solid lines depict the mean values 
per epoch from the ten trials, while lighter areas the minimum and maximum values.
ecution to a parallel execution with sampling. It can be seen that 
parallel versions performed up to 13 times faster than sequen-
tial ones, and that the performance gain from the sampling version 
seems to be correlated to the sampling factor (i.e., 0.5).

Results for the other metrics are shown in Figs. 10, 11 and 12. 
The former two provide the results on the M datasets in terms of 
MSE and CSE, and in terms of CN and RN, respectively. The lat-
ter, on the other hand, shows the MSE and CN results on the L 
datasets (these do not have CSE, CN, nor RN metrics since they 
do not have classes). Results on the S datasets are provided in the 
supplementary material, since there are no large differences be-
tween the performances of GNG and u-GNG. For all these figures, 
each column represents a metric, each row a dataset, and each se-
ries within each plot a GNG version. The solid lines in each plot 
10
depict the mean value of each metric per epoch, while the light 
areas show their minimum and maximum values. The horizontal 
red lines in the CN plots represent the ground truth, i.e., the num-
ber of labels in each dataset.

In terms of MSE, u-GNG performed similarly to GNG on both 
the S and the M datasets. Interestingly, parGNG performed bet-
ter than GNG and u-GNG on both of the image datasets (this is 
discussed in Section 8), while u-parGNG and s-GNG had the best 
performance. In the case of the L datasets, both untangled ver-
sions (u-parGNG and s-GNG) performed better than parGNG, with 
the exception of GoogleNews where there is no clear difference in 
performance concerning MSE.

CSE (class separation error) results, on the other hand, show 
that GNG and u-GNG had similar performance on the S datasets 
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Fig. 11. CN and RN performance results on the M datasets. Series represent GNG, u-GNG, parGNG, u-parGNG, and s-GNG. The horizontal red lines in the CN 
column represent the ground truth, i.e., the number of labels in the corresponding dataset.

Fig. 12. MSE and CSE performance results on the L datasets. Series represent parGNG, u-parGNG, and s-GNG.
11
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Fig. 13. s-GNG projections of the image datasets, with images rendered from each unit’s prototype.
and that u-GNG outperformed, i.e., had lower values than GNG, on 
the M datasets, with the most significant improvements seen again 
on the image datasets. Isolet shows to be a particular case where 
the parallel versions took a longer time to achieve lower CSE values 
than the sequential versions. This is further discussed in Section 8.

Concerning CN, all untangled versions (u-GNG, u-parGNG, and 
s-GNG), for most datasets (with the exceptions of BreastCancer and 
Abalone) modeled a higher number of networks than GNG. It is 
possible to see that the number of created networks varied from 
one run to another, and that such variance differs from one dataset 
to another. s-GNG, for example, had the highest mean variance 
when applied on the MNIST dataset, but had similar values on Iso-
let and FashionMNIST.

Finally, RN shows that between 0 and 2 redundant networks 
were created during training, particularly in the cases of the M 
datasets. In those cases, the metric serves more as a benchmark 
between untangled versions, since the original GNG only created 
one network (with the exception of Isolet where parGNG created 
between 10 and 15 networks).

Overall, untangled versions performed equal or better than the 
original GNG in terms of MSE, while modeling a higher number 
of networks (CN), with some redundancy (RN), but still achieving 
better cluster separations (CSE)—specially in the image datasets. 
And parallel versions performed equal or better than sequential 
versions in terms of MSE and CSE, but with lower execution times.

8. Discussion

8.1. Avoiding entanglement

As seen in the results, both in the projections and the CN 
plots, entanglement prevention is better perceived in larger and 
high-dimensional datasets, as in the cases of the image and word 
embedding datasets. There, the connectivity restrictions fostered 
the creation of both independent networks as well as lower-
dimensional graph structures. The latter is particularly well rep-
resented by the networks of Qs and Us in Isolet (Fig. 7b), by the 
networks of 5s and 6s in MNIST (Fig. 7d), by the region of 8s (bags) 
in FashionMNIST (Fig. 7f), and by the small networks in Glove and 
GoogleNews (Figs. 8d and 8f). These show triangular connections 
with few overlapping edges.

The quantitative results show that, in general, MSE accuracy 
was preserved in the obtained GNG models, even when simplified 
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and lower-dimensional networks were enforced. Since the main 
goal of entanglement prevention is not to improve accuracy in 
terms of MSE, but to foster the creation of 2D graph structures so 
that more accurate and meaningful cluster representations can be 
constructed, the results were promising.

The obtained graph structures, however, were not always 2D, as 
is reflected by the overlapping edges in some parts of the embed-
dings (in the same figures). This is exemplified by the network of 
4s, 7s and 9s in MNIST, the region of 2s (pullovers) and 4s (coats) 
in FashionMNIST, the larger networks in Glove, and in the whole 
E-MTAB network (see Fig. 8b). Such results might reflect the com-
plexity of neighborhood relations in some data spaces as compared 
to others. For example, the space covered by units representing 
1s (in MNIST) can be regarded as a simple one, since fewer units 
and edges were required to represent it. This is better perceived in 
Fig. 13, where the units’ prototypes have been rendered into im-
ages. There, it is possible to see an almost linear change in values 
that goes from fully standing 1s (on the upper end of the network), 
to the most tilted 1s (on the lower side), with almost no forking 
paths (i.e., other variations of one) in between. A complex space, 
on the other hand, can be exemplified by that of handwritten 4s, 
7s, and 9s, where more units and edges were needed to model the 
distinct ways in which these have been written. In such a case, the 
gradual shift in values happened both within and between classes, 
with several forking paths and no clear gaps between classes.

The differences between such simple vs. complex relations are 
further exemplified by s-GNG’s representation of FashionMNIST. In 
Fig. 13b, the network of ‘Trousers’, at the uppermost part, may be 
regarded as a simple space, since it required fewer units and con-
nections to represent it. An example of a more complex space, on
the other hand, is that of ‘Sneakers’, ‘Sandals’, and ‘Ankle boots’ 
(the left-most network), where more units and edges were re-
quired to represent it. Such space, however, is arguably not as 
complex, since the achieved graph structure is largely two dimen-
sional.

Surprisingly, preventing entanglement improved MSE accuracy 
in some cases. This is probably explained by the fact that more 
connections mean that each unit has more neighbors and, hence, 
has a larger influence during training (i.e., by pulling more units 
during step 6 of the algorithm). Such behavior will not let different 
parts of the network settle in their local minima.

It is worth noting that MSE and CSE are not necessarily corre-
lated. The reason is that MSE measures the quality of the modeling 
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in terms of how well units are standing in the multidimensional 
space, while CSE measures the quality of the connections among 
units. This means that GNG and u-GNG could have equivalent per-
formance in terms of MSE (i.e., their units are standing in similar 
places of the space), but their CSE performance could be very dif-
ferent (i.e., the connection among units is different). This is the 
case of MNIST and FashionMNIST, as shown in Fig. 10, where MSE 
results are very similar, but CSE results are different.

Another relevant observation is that entanglement prevention 
did not seek to create separate networks. This was the particular 
reason for having chosen the Abalone and the E-MTAB datasets, for 
example. As it is shown by other DR projections [19], instances of 
both datasets reflect a gradual change from lower to higher feature 
values—which is to be expected, at least in Abalone, since instances 
represent the dimensions of mollusks measured at different ages. 
Such gradual changes are preserved by the untangled versions, de-
spite constraints placed on the creation of edges.

A limitation shown by these results is the variance in the pro-
duced models, particularly in terms of the number of created net-
works. In some cases, such as s-GNG on FashionMNIST, the number 
of created networks show an uncertainty of only ±1 networks 
around a mean of 2 (on the last epoch), which means that at 
times s-GNG would produce 1 network, and at times 3. This is ar-
guably a low margin of uncertainty, but it is not always the case. A 
more sensitive example is that of s-GNG on Glove and GoogleNews. 
There, the uncertainty on the last epoch is ±4 around a mean of 
15, which translates to a wider range of results that can be pro-
duced. A possible explanation for such a variance in the number of 
created networks is that the strictness of the rules, combined with 
the stochastic initialization of GNG, result in the creation of inde-
pendent networks at the beginning of the learning process, which 
are then not allowed to consolidate (merge) with others, even if 
they represent different regions of the same cluster. An approach 
to reducing such variance is to set a higher value (e.g., 100) for 
amax (the maximum edge age) at the beginning of the training, and 
reduce it to a given minimum value (e.g., 50) as the learning pro-
gresses. In this way, GNG would start by modeling the space using 
a single network, and then split into separate ones as the tolerance 
on the age of the edges is lowered.

8.2. Parallel training

In regards to parallelism, results consistently show equal or im-
proved performance both in terms of MSE and CSE, even when 
using sampling. This points to the possibility of implementing sys-
tems that can potentially provide feedback to the users under 10 
seconds, even in very large and distributed datasets. This is, of 
course, always dependant on the resources at hand.

Interestingly, in some cases the parallel versions helped to im-
prove performance in terms of MSE, as shown in the M datasets. 
This is possibly due to having different learners modeling differ-
ent spaces, which avoids bias towards the order in which the data 
points are laid out in the dataset. That is, units might shift from 
one end of the space to another, depending on the order in which 
data points are given to the learner. If, for example, data points are 
ordered in an ascending manner by their L-norm, then GNG will 
tend to retain a better representation of the spaces with higher 
values, thus neglecting the spaces with the lower values.

Another interesting case is that of Isolet, where parallel versions 
of GNG took longer to reach lower MSE and CSE values. The reason 
for this is the size of the dataset which, in spite of being placed 
within the M category, is still small compared to the others. The 
speed with which a model grows is given by λ, the parameter that 
states the frequency with which units are created. In the case of 
the parallel versions, this frequency is the same for each learner 
in the mapping stage, but the number of data points seen by each 
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is fewer, which means that the number of created units per epoch 
depends on both λ and the number of seen data points. In the case 
of Isolet, each learner trained on less than 800 data points, which 
means that, for each epoch, each model in each partition would 
grow only by 7 units, hence taking roughly 18 epochs to reach the 
maximum number of units (120). This, however, would be the case 
if no units are lost in the process, which is the case when units 
become orphans (i.e., with no neighbors) when connections are 
removed. Based on this observation, approaches such as the one 
by Fliege et al. [31], where units are added on a per-epoch basis, 
would arguably lead to longer execution times when compared to 
our solution. In terms of accuracy, however, it is unclear at this 
point which approach is superior. One could, nevertheless, envision 
a mixed approach, where the initial training epochs are performed 
by our proposed method until the maximum number of units is 
reached, and then apply their approach for the subsequent epochs. 
This may help increase the speed, accuracy and stability of the 
modeling. An empirical evaluation concerning this is planned for 
future work.

9. Conclusions

This paper proposed two methods for scaling GNG in the 
context of visual cluster analysis of large, distributed, and high-
dimensional datasets. The first method improves the modeling per-
formance and the meaningfulness of the cluster pattern represen-
tations generated by GNG by restricting the created connections 
during training and, as a result, by creating lower-dimensional 
graph structures that reduce overplotting and cluttering in the 
two-dimensional plane. The second method parallelizes GNG’s 
learning process, leveraging from the computing power of dis-
tributed infrastructures—or local components—for parallel comput-
ing, thus lowering the execution times of the learning process. 
Improvements such as this facilitate the development of interactive 
applications that comply with usability principles, such as provid-
ing visual feedback under 10 seconds.

The proposed methods were assessed on 9 different datasets, 
in terms of four quantitative metrics (MSE, CSE, CN and RN), as 
well as qualitatively through examples of their visual representa-
tions. The results show that the first method, regarded as entan-
glement prevention, improves GNG’s accuracy on high-dimensional 
datasets, as well as the meaningfulness of its cluster pattern rep-
resentations. In turn, the second method enables the use of GNG 
in distributed settings, while preserving (or sometimes improving) 
the accuracy and meaning of the first one.
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