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1 Introduction

Robot technology has over the last decades developed into many new areas and applications. From being a technology primarily associated with industrial automation where robots are separated from people using e.g., safety cages, we now see a flourish of new applications where robots are designed to interact with humans. Robots are serving at restaurants [Webster, 2018], acting as companions for elderly [PARO, 2019], and constituting interaction partners for many types of games and playful applications [Anki, 2019]. In the industrial domain we see a strong trend towards human-robot collaboration (HRC), with robots like Sawyer by Rethink Robotics and ABB YuMi. These robots are designed to interact with people in that they are safe, but are not yet particularly collaborative. In some respects these robot are working close to humans and not necessarily ”with” humans.

Indeed one the main missing skill in current machines is the inability to anticipate and predict the human partners’ behaviors [Sandini and Sciutti, 2018]. Conversely, humans are always projected into the future, continuously imagining their actions and their potential effects through simulations mediated by internal models [Bhat et al., 2016]. As a result, when observing
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someone’s else action, we are already predicting its consequences and the actor’s goal, since infancy [Meltzoff, 1995]. Collaboration and coordination between humans cannot be easily achieved without such prospective ability and there are many reasons to believe that the anticipatory nature of collaboration applies equally in human-robot interaction (HRI) as it does between humans [Vernon et al., 2016].

Some evidence of the advantages of introducing anticipation into HRI can be found in the literature. Hoffman [2010] studied the effects of reactive vs anticipatory robot control and found positive effects of anticipatory control on perceived fluency of interaction, and in one case, on team efficiency. Huang and Mutlu [2016] make use of eye-tracking to predict the actions of a human user in a pick and place scenario, showing that the task can be executed faster when the robot is anticipating the user’s actions. Mainprice and Berenson [2013] evaluate the effects of early prediction of human motion during human-robot collaboration, showing that the robot is able to safely avoid the human even when initial predictions of the human’s motion are incorrect. Taking the reversed perspective, it is also crucial for a robot to intuitively communicate its goals to its human partners in order to allow for anticipation from their side [Sciutti et al., 2018]. In several studies focused on human-robot collaboration, it has been proven that a highly ”readable” (or legible) robot motion leads to a positive evaluation of the robot and to an increase in efficiency of the interaction [Dragan et al., 2015]. Following a different approach, Chadalavada et al. [2015] evaluated a method for communicating robot intentions using projections of future movement trajectories. Positive effects on user ratings of the robot’s communication, reliability, predictability, transparency and situation awareness were found. The authors highlight that already simple information, such as the trajectory projections, can effectively improve user experience. In a similar vein, Watanabe et al. [2015] presents a method for intention communication for a robotic wheelchair, using light projection Evaluation results show preferences for navigational intention communication, both for the wheelchair passenger and persons passing by.

While these studies effectively demonstrate the value of anticipation in interaction, still it is to be fully understood how such anticipation is achieved by humans. Humans’ ability to anticipate the actions of others is believed to stem from the mirror-neuron system (MNS) and provides a direct matching of observed actions onto the observer’s own motor system [Flanagan and Johansson, 2003]. Specifically, the motor system of the observer is activated
during action observation and appears to resonate with that of the actor [Rizzolatti et al., 1999]. Exactly which circumstances that trigger direct matching is still largely unknown. A better understanding of the neurological basis for action execution and observation could provide valuable insights for HRI [Sciutti et al., 2012a]. With a rapidly growing body of research studying people’s perceptions of robots, ranging from the much debated Uncanny Valley [Mori, 1970] to the use of standardized questionnaires such as the negative attitudes toward robots scale [Nomura et al., 2006], we believe that it is crucial to complement these studies with explanations of the cognitive processes underlying the perception and understanding of robots.

One of the most common ways to study action anticipation is the analysis of agents’ gaze to identify the presence of proactive eye-gaze (PEG). When humans manipulate objects, they typically fixate at the goal of the action, producing a eye-gaze pattern that is proactive in relation to the hand [Johansson et al., 2001]. This proactive eye-gaze coordination is mirrored by the observer, even when the eyes of the actor is not visible [Flanagan and Johansson, 2003]. This phenomenon is believed to stem from recruitment of the MNS, and thus, from a direct matching of observed actions onto the motor system of the observer.

While a huge body of literature is building up on the emergence of proactive gaze, it is almost exclusively concerned with human or animal actors, leaving PEG during observation of robots relatively unstudied. In the only counter-example that we are aware of, Sciutti et al. [2012b] demonstrated that robot actions can, under specific circumstances, trigger PEG, most likely resulting from MNS activation and direct matching of the observed actions. This result opens new possibilities to design robots so that they can resonate with the motor system of their human users. Still it is to be clearly understood which elements are necessary to allow for the emergence of automatic robot action anticipation, triggering PEG.

With the ambition of designing robots that can make it easier for humans to predict the robot’s actions, by eliciting motor resonance and PEG among their users, we here propose three open questions linking proactive gaze and HRI:

1. Which aspects of observed action triggers action anticipation with the gaze?

2. Under which conditions does MNS activation lead to PEG or other observable cues, supporting collaboration and joint action?
3. To what extent does MNS activation correlate with improvements in human-robot collaboration?

Concerning question 1, MNS activation has been linked to presence of biological motion [Saygin et al., 2004, Ulloa and Pineda, 2007]. Elsner et al. [2012] used a point-light display of reaching actions and demonstrated that proactive gaze appears when the hand follows a standard, biological motion profile, but not when the acceleration pattern was manipulated to a linear (mechanical motion) form. Elsner et al. concludes that kinematic information from biological motion can be used to anticipate the goal of other people’s point-light actions and that the presence of biological motion is sufficient for anticipation to occur.

This explanation may however not be conclusive. Already the initial study by Flanagan and Johansson [2003] comprised a self-propelled condition that did not elicit proactive gaze, despite the fact that the object moved with a biological motion profile. Additionally, using fMRI, Gazzola et al. [2007] found similar MNS activation during observation of both human and robot actions, despite the fact that robot motion was clearly non-biological.

Binding to question 2, Ambrosini et al. [2011] investigated proactive gaze behavior during reaching actions towards multiple targets, using either a hand pre-shaped towards grasping one of the targets or a closed fist. They found PEG only when the reaching hand adopted a grasping preshape, but not when the hand was closed. Both conditions adopted a biological motion profile and are likely to activate the MNS. Thus, the lack of PEG in the control condition could be understood as an a result of a more complex association between MNS and PEG than we’ve previously been aware of.

Finally, question 3 concerns the link between MNS activation and concrete benefits for collaboration. While the MNS is commonly described as the link between action observation and execution, its necessary involvement is not fully clarified. Gredebäck and Melinder [2010] investigated action anticipation in 6 and 12 month old infants observing feeding actions. PEG was observed among 12 month old subject, but not in the younger infants. However, both groups demonstrated pupil dilation in response to non-rational actions, suggesting that also the 6 month old infants can interpret the goal of observed action without MNS recruitment. Gredebäck and Melinder suggest a dual-route explanations for their results, raising the question to what extent also adults can rely on a second route to action anticipation in cases when the MNS is not activated.
In conclusion, when designing robots for collaboration with humans, precise timing of actions is critical for many applications. A mutual ability to anticipate the actions of the other would allow robots to adapt to the user in a way that is not happening today, also increasing safety. PEG provides a potentially very useful cue, both for anticipating the users’ actions, and for communicating planned robot actions in a way that is automatically interpreted by the human user. Therefore we claim that in the next future it is worth investigating in depth which factors influence PEG during Human-Robot Interaction, so as to facilitate mutual anticipation during collaboration with machines.
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