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Abstract 
In cancer research, class discovery is the first process for investigating a new dataset for which 
hidden groups there are by similar attributes. However datasets from gene expressions, RNA-
microarray or RNA-sequence, are high-dimensional. Which makes it hard to perform cluster 
analysis and to get clusters that are well separated. Well separated clusters are wanted because 
that tells that objects are most likely not placed in wrong clusters. This report investigate in an 
experiment whether using K-Means and hierarchical are suitable for clustering gene 
expressions in RNA-sequence data from various tumors. Dimensionality reduction methods 
are also applied to see whether that helps create well-separated clusters. The results tell that 
well separated clusters are only achieved by using PCA as dimensionality reduction and K-
Means on correlation. The main contribution of this paper is determining that using K-Means 
or hierarchical clustering on the full natural dimensionality of RNA-sequence data returns 
unwanted silhouette average width, under 0,4.  
 
Keywords: Cluster analysis, Cluster validation, RNA-sequence, Tumors, High-dimensional 
data, Dimensionality reduction 
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1. Introduction 
 
Cancer is fundamentally a genomic disease. By processing gene expressions to synthetic 
product of data, various forms of data mining task have been utilize to target the disease. 
Cluster analysis is the process in data mining where samples are divided into groups by similar 
attributes, which would be well applied in this case. Class discovery is the process when cluster 
analysis is applied on gene expressions to find groups with similar attributes. Via this process 
important subtypes of major cancer types have been discovered by similarity of gene 
expressions from cancer patients’ tumors.  
 
A problem with datasets of gene expressions is that they are high dimensional (Parsons, 
Haque, & Liu, 2004)(Krigel et al, 2009). RNA microarray have around 4.000 attributes and a 
newer and more precise technology, RNA-sequence, provide over 20.000 attributes (Parsons, 
Haque, & Liu, 2004)(Wang, Gerstein & Snyder, 2009)(TCGA, 2013)(Dua & Graff, 2019). For 
applying cluster analysis on high dimensional data, popular clustering methods might not be 
suitable. Because of curse of dimensionality, irrelevant features and how bad distance 
functions work with many attributes. It is rare that research investigate error rates of the 
performed cluster analysis, which is a weakness. Because it would be interesting to know how 
well separated the clusters are, in other words internal measures of how well clustered the 
clusters are.  
 
Cluster analysis is the first step for data analysis for investigating the dataset for the 
application of cancer research. Since it is a part of saving people's lives from dying of growing 
tumors it is an important task for the society.  
 
This study investigate the more traditional clustering approaches and dimension reduction 
methods for finding similar groups of patients with cancer by their gene expressions from RNA 
sequence and thereafter evaluate their performance by internal validation measurements.  
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2 Related Works: Gene expressions - High dimensional data 
This section summarize some popular research articles in the area of cancer research were 
cluster analysis was a part of the research.  
 
Gene expressions is a synthesis of a functional gene product. For processing gene expression 
to data for data analysis there are various technologies. RNA microarray is an older technique 
which have been used in many data analysis studies. However the newer technology, RNA 
sequencing, can measure the genes in a wider range, is more specific and is more resistant to 
background noise compared to microarray (Wang, Gerstein & Snyder, 2009). RNA-sequence 
also provides a lot more data about gene expressions compared to RNA microarray. Research 
by Hedenfalk et al. (2001), Kailing, Kriegel & Kröger (2004), Parsons, Haque, & Liu (2004) 
performed data analysis on RNA microarray dataset with around 4000 attributes while RNA-
sequence dataset from The Cancer Genome Atlas Research Network (2013) and Dua & Graff 
(2019) have 20 000 attributes, which is a magnitude larger dimensionality.  
 
Weigelt et al (2010) points out in their survey that data analysis on gene expression from the 
research about cancer have changed patient treatment decision-making. Weigelt et al (2010) 
describes the process of gene expressions profiling for tumor series as three steps. First, class 
discovery, where hierarchical clustering is typical to find distinct subgroups or by other 
unsupervised methods. Second, class comparison, where supervised methods are used to look 
at molecular differences between groups (tumors). Third, class prediction is when a new 
sample is classified to a class (tumor). 
 
Golub et al (1999) used self-organizing maps (SOM) for cluster analysis in the class discovery 
phase to find the 2 subgroups AML and ALL of leukemia by gene expression, which is 
meaningful to determine correct treatment since the two subgroups need different drugs. 
 
Van’t Veer et al (2002) utilized gene expressions to determine the different subgroups of breast 
cancer, which is useful to determine correct treatment. They applied both unsupervised and 
supervised method. Hierarchical clustering performed a weaker accuracy than their 
supervised method for determining new samples as which tumor type but was still fought to 
be useful. 
 
Finak et al. (2008) used cluster analysis for finding groups that can be used in a classification 
tool by applying hierarchical clustering. Three clusters were found on gene expressions from 
breast cancer patients resulting in poor-outcome, good-outcome and mixed. Which helps 
whether to use chemotherapy and to develop new targeted therapies.  
 
To investigate the problem of cancer dissemination, about cells metastasizing (cells 
spreading), Powell et al (2012) applied hierarchical clustering with Euclidean distance to find 
clusters with similarities based on gene expressions from patients with circulating tumor cells 
and breast cancer cells. By visualizing the expressions of the genes in a heatmap next to applied 
agglomerative clustering on both the rows and the columns of the data set. The results showed 
two larger clusters, one cluster had high expressions values in some specific genes, which is 
useful for developing therapy to target those genes.  
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Konstantinopoulos et al. (2010) explored whether gene expressions from breast cancer 
patients could show how tumors are resistant or sensitive to platinum-based chemotherapy. 
By performing hierarchical clustering to find groups of similar gene expressions from patients 
with BRCA-like and Non-BRCA-like tumors. BRCA one or two is two different mutations in 
the genes, while non-BRCA-like refers to sporadic disease. The results showed that one group 
of many patients with a BRCA-like gene expression had received a complete chemotherapy 
with good outcome while the other group of non-BRCA-like patients were more resistant to 
chemotherapy.  
 
Hedenfalk et al. (2001) applied hierarchical agglomerative clustering for finding similarities 
between gene expressions from patients with breast cancer. Alizadeh et al (2000) conducted 
extensive cluster analysis on gene expressions with only using hierarchical clustering to find 
subtypes of B-cell malignancies/lymphoma.  
 
Bittner et al. (2000) utilized cluster analysis as a discovery tool for the data set of melanoma 
tumors. They calculated both Pearson correlation coefficient and affinity search technique to 
thereafter use multidimensional-scaling for plotting in three dimensions from agglomerative 
clustering. The results showed that the clustering seems to define some genes to a cluster of 
major melanoma and the rest as other.  
 
Li et al. (2017) applied an extensive cluster analysis before performing classification on RNA-
sequence data on 31 tumor types. They used both K-Means and hierarchical clustering in 
different cases, such as only some selected genes after discriminant analysis and investigating 
subgroups of tumor types.  
 
Ramaswamy et al. (2001) explored the problem of diagnosis via cancer patients with different 
tumors to be able to classify 14 tumor types. They performed average-linkage hierarchical and 
SOM on gene expressions on 14 different tumor types to investigate if it would be suitable for 
a classification. Since the result were a bit wide spread the preferred utilizing an 
implementation of SVM.  
 
Pomeroy et al. (2002) performed both hierarchical agglomerative and SOM on all 
features/genes from brain tumors for finding distinct subsets of the tumors.  However they 
did not go into further cluster analysis since they wanted to build a classification tool for 
predicting survivability for deciding whether to use chemotherapy.  
 
Ramaswamy et al. (2001) and Pomeroy et al. (2002) tried to utilize cluster analysis for a 
classification tool, while it is unsupervised process when there is a need to get insight or 
preprocess the data. Cluster analysis is an exploratory data analysis that is performed to find 
groups with similar attributes by the nature of the samples natural structure from the 
attributes. In the area of data analysis on gene expressions, there is an aim to find groups with 
very similar expressions. The results of cluster analysis should most preferably end with 
knowing the number of clusters, the clusters position in the data space and as well the size, 
shape and density of the clusters.  
  
By gene expressions, Weinstein et al. (2013) list the following as uncovered recurrent genomic 
aberrations: mutations, amplifications, deletions, translocations, fusions and other.  
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Weinstein et al. (2013) points out when cancer takes new aberrations or rare aberrations, there 
is a need to find those and class discovery is a useful tool. 
 

2.2 Problem description on high dimensional data  

In many research areas, data is collected or captured as a high-dimensional data such as 
videos, images, numerics, text etc. These data are used in resolving many different problems 
such as object recognition in images and videos (Cheddad, 2017, Kusetogullari, 2016), long 
term or short term prediction in numerical data, text analysis in text data and many more. 
Another significant problem is to cluster the high-dimensional data into the groups or clusters. 
This problem is a task of grouping a set of same or similar objects. Thus, similar objects in the 
data are collected in the same group (cluster) and another set of similar objects are grouped 
into another group or cluster. The clustering problem of high dimensionality is very hard to 
resolve because of the following reasons: 1) curse of dimensionality, 2) irrelevant features and 
3) many dimensions. This thesis focuses on clustering on high dimensional data for gene 
expressions using different clustering methods in machine learning. 

3. Background  
This section goes through some background information about clustering algorithms and 
internal validation of clustering results, as well as the curse of dimensionality and two 
dimensionality reduction methods.  

3.1 Traditional clustering types/ approach & properties 

Kriegel, Kröger and Zimek (2009) showed that clustering can be performed on the samples 
(rows), the columns (features) or a combination of both which is referred to problem of 
subspace clustering. Clustering the rows is often for finding genes that share a common 
function. Clustering the columns is often for finding phenotypical aspects, such as gender, hair 
color and specific diseases.  
 
3.1.1 Hierarchical clustering 
Hierarchical clustering method allows clusters to have subclusters based on connectivity, seen 
as hierarchical tree like structure (Kaufman & Rousseeuw, 1990)(Pandove, Goel & Rani, 2018). 
Hierarchical agglomerative clustering (HAC), with a bottom-up approach, start with every 
data point as separate cluster and thereafter merge the 2 closest clusters till all clusters merged 
(Pandove, Goel, & Rani, 2018). HAC have a complexity of O(n^3) because there are n^3 steps 
where the proximity matrix must be updated and searched.  
 

● Compute proximity matrix   
● repeat   
●        Merge the two closest clusters   
●        Update the proximity matrix   
● until only one cluster left    

Figure 1 - Hierarchical agglomerative algorithm pseudocode 
 
Hierarchical clustering has different linkage criteria’s on how to determine the inter-cluster 
distances, some of these are:  single linkage, complete linkage and average linkage. Single 



8 
 

linkage sets the distance as the shortest distance between two objects in each cluster. Complete 
linkage sets the distance as the longest distance between two objects in each cluster. Average 
linkage sets the distance as the average distance between each object in one cluster to every 
object in the other cluster.  
 
3.1.2 K-Means 
A typical centroid-based clustering algorithm is K-Means by Hartigan and Wong (1979). The 
center of a cluster is found by the mean point of all objects in that cluster. The amount of 
clusters, K, is assigned by the user. K-Means returns a result when the centroids stop moving 
or if a user have specified a max amount of iterations. Complexity is O(k*i*n*d). That is k 
amount of cluster, i iterations, n objects and d attributes. (Tan,  Steinbach & Kumar, 2014) 
 

● Select K clusters    
● repeat   
●        To each K cluster, assign each object to closest centroid   
●        Recompute centroids mean by clusters objects   
● until centroids do not change   

Figure 2 - K-Means algorithm pseudocode 
 
Both hierarchical and K-Means are complete, as all objects are assigned to at least one cluster, 
no object is seen as noise. They can both be used with dissimilarity also referred as distance 
metric, for example Euclidean or Manhattan but also on similarity metrics such as Pearson.  
 

3.2 Unsupervised internal validation 

This section describes the three selected methods for evaluating the results from the 
clustering.  
3.2.1 Connectivity 
Connectivity checks how objects are placed in the same cluster as their nearest neighbors in 
the data space. It returns a value that is wishful to be minimized, in a range from 0 to infinity 
(Handl & Knowles, 2005).  
 
3.2.2 Silhouette coefficient analysis 
Rousseeuw (1987) proposed silhouette coefficient (SC) that checks how well separated objects 
are clustered, by cohesion and separation. Brock, Pihur, Datta & Datta, (2011) states that 
silhouette width tells the degree of confidence in the clustering assignment. As all coefficient, 
a good clustering have a value close to +1 in the range of -1 to +1. Objects with SC value close 
to 1 are very well clustered while a value close to 0 means that observations lies between two 
clusters and finally a negative value close to -1 means that objects might be placed in the wrong 
cluster. SC can be used both as an internal evaluation and as relative value, between different 
methods. (Pandove et al, 2019) 
 
SC has two components which are, a, the mean distance between the object and all other points 
in the same cluster and, b, the mean distance between the object and all other points in the 
next nearest cluster. Distance can be calculated by Manhattan or Euclidean.  
For one object the silhouette is given by: s = b - a / max( a, b)  
Silhouette average width is the mean silhouette for all clustered objects.  
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Mertins et al (2016) performed consensus clustering with the K-Means algorithm, where they 
by the support of silhouette analysis determine the amount of clusters that is most preferred. 
 
3.2.3 Dunn index 
Dunn index is calculated by dividing the minimum distance between clusters by the largest 
within-cluster distance (Dunn 1974). The Dunn index is wishful to be maximized from 0, 
because clusters are well separated if they have a small distance within-clusters and a large 
distance between clusters. The index is defined by: 
D = D min (separation) / D max (diameter) 

3.3 Curse of dimensionality 
For making any task in the field of data science, there is often a wish of many features to make 
accurate predictions. However as the features increase, the feature space becomes sparser and 
thereby makes it harder to tell samples in the dataset apart since the samples are dense. Or if 
there are many zero values. The density of the samples decrease as dimensions increase.  
Bellman (1965) refers to the curse both as an issue for performance as well as more 
dimensions, more possibilities and that there is still a possibility to obtain significant results. 
However as more attributes contribute to the functionality of the product, the task of data 
analysis because harder (Krigel et al. 2009)(Pandove, Goel, & Rani, 2018). 
 
Pandove, Goel, & Rani (2018) states that as space dimensionality increase, there is a decrease 
in the difference between the distances of the data points. Therefore distance-based 
algorithms work poorly in high dimensional space. Aggarwal et al. (2001) points out that 
concept such as distance become less meaningful as dimensionality increase. The traditional 
methods of clustering are not adopted for the problematics of high dimensional data. 
 
Then there could also be a problem about irrelevant features. Krigel et al. (2009) points out 
that clustering of the full dimensionality of a dataset will be impacted by irrelevant features or 
of subsets of features that has high correlation. What might be wishful is to find cluster that 
has a high similarity in a subspace.  
 

3.3.1 Dimensionality reduction 

Principal component analysis (PCA) is a dimensionality reduction method to a lower the 
dimensional data space. However it is one global subspace compared other methods referred 
as local approaches, that look for several subspaces, such as CLIQUE algorithm (Agrawal et al. 
1998)(Kriegel, Kröger & Zimek, 2009)(Parsons, Haque, & Liu, 2004). 
 
PCA aims to construct data vectors that indicate data variance in the given data best possible 
way. In the linear projection matrix, the summation of error squared is minimized (Pandove, 
Goel, & Rani, 2018). Figure 4 belows shows the pseudocode for performing PCA.  
 
 

● input of d-dimensional data set   
● Compute d-dimensional mean vector   
● Compute covariance matrix of whole data set   
● Compute eigenvectors and corresponding eigenvalues   
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● Sort eigenvectors by descending eigenvalues   
●     Select k eigenvectors with largest eigenvalues to form a d * k matrix   
● Use the d * k matrix to transform the samples onto the new samples   

Figure 4 - PCA algorithm pseudocode 
 
 
PCA can be used with K-Means clustering (Pandove, Goel, & Rani, 2018)(Agrawal et al. 1998). 
For reducing the dimensions in unsupervised analysis of gene expressions, Torrente (2016) 
applied PCA to the dimensions of 20.000, 10.000, 5.000, 1.000 and 500 to thereafter perform 
hierarchical clustering.  
 
 
The Self-Organizing Map (SOM) by (Kohonen 1982, Kohonen 2001) can be used as a 
dimensionality reduction method or to refer it as a two-step clustering by extracting the 
codebook vectors. The SOM projects a high-dimensional data to a 2 dimensional grid. The grid 
consists of arrays of nodes, where onto each sample is mapped to the node that is the most 
similar by the shortest distance of some metric. Nodes that are nearby each other are more 
similar to each other than nodes further away. Figure 5 below shows a very short and simple 
pseudocode for SOM.  
 

● Randomize Neurons   
● For each input vector  
●     train neurons 
●     for each j neuron 
●     Calculate euclidean dist 
●     Find min j distance 
●     Update neurons 
●     Update learning rate 
●     Stop training when learning rate or weight update is small  

Figure 5 - SOM algorithm pseudocode 
 

4. Problem statement  
Cancer is fundamentally a genomic disease and one treatment is targeted therapy. Many 
cancer research studies use simple hierarchical or k-means clustering to find hidden groups 
between gene expressions, which might not be the best suitable tool. For the process of class 
discovery across different cancer types, there is a need apply systematic internal evaluation of 
several clustering methods to try to achieve well-separated clusters.  
 
Weinstein et al (2013) sets up a big overall problem where one specific sub problem is to find 
groups of similar gene expressions across tumor types, so we know where the research is 
currently.  
 
“Analysis of the molecular aberrations and their functional roles across tumor types will 
teach us how to extend therapies effective in one cancer type to others with a similar genomic 
profile.”  

Weinstein et al. (2013) p.1113 
The first phase would be to perform the process class discovery. A big problem with RNA-
sequence data is that is high-dimensional and the older clustering methods that are popular 
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are most likely not adapted for high-dimensional data. One easy approach to lower the amount 
of attributes for cluster analysis is to apply dimension reduction methods to see whether that 
helps clustering methods to return well separated clusters.  
 
The research problem is to investigate if the typically used K-Means or hierarchical clustering 
algorithms in cancer research are suitable for RNA-sequence data.  
 
The aim of the study is to apply different clustering algorithms and compare their performance 
based internal validation measurements for finding well separated clusters on RNA-sequence 
data in various dimensions by using dimensionality reduction methods. The end result will be 
a recommendation on how to approach the problem of clustering RNA-sequence data to find 
well separated clusters.  
 
This problem needs to be investigated because there is a need to determine whether K-Means 
or hierarchical clustering methods are suitable for RNA-sequence data. Which is extremely 
high-dimensional data with over 20,000 attributes and the current trend is to continue use K-
Means or hierarchical. 
 
The research questions are 

1. Can hierarchical or K-Means clustering algorithms find clusters that are well 
separated, achieving above 0,5 or even better close to 0,75 on silhouette coefficient 
average width? 

2. Will applying a dimensionality reduction method and/or another clustering algorithm 
perform better on internal measurements than not using any dimensionality reduction 
when using hierarchical or K-Means clustering? 

 
The hypothesis is that clustering algorithms using metrics for similarity or dissimilarity will 
perform bad, under 0,5 on silhouette average width, and thereby provide clustering results 
that do not separate the dataset into groups well. The expected result is that no algorithm or 
dimension reduction technique will help provide well-separated groups in the dataset. Most 
likely due to samples are too dense in the high-dimensional data space, which leads to clusters 
being very close.  
 
Objectives: 

● Investigate the usage of cluster analysis on gene expressions on tumors. 
● Find common methods to evaluate the result from clustering. 
● Find and select different approaches/methods for dimensionality reduction. 
● Set up experiment to compare clustering algorithms with adapted dimensionality 

reduction methods.  
 

4.1 Method 

Technology-oriented experiment was the chosen method for investigating the RQ. Because 
there is an idea that gene expressions from RNA-sequence, that is high dimensional with over 
20,000 attributes, cannot be formed into well-separated groups by traditional clustering 
methods. Wohlin et al. (2012) states that experiments are used when we want control over the 
situation and want to manipulate the software. In an experiment, clustering was performed on 
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a dataset of RNA-sequence from various tumors where internal validation measures was 
calculated. The method is justified since there is a need to compare different clustering 
methods and approaches by performance in a controlled way. 
 
In an experiment the dependent variables are how well the groups are separated by measures 
of silhouette coefficient, connectivity and Dunn index. The independable variables are 
dimensionality and clustering approaches. Dimensionality refers to changing the 
dimensionality by utilizing dimension reduction methods on the dataset. Clustering 
approaches refers to applying different clustering algorithms. Different groups will be formed 
by combining clustering algorithms and dimension reduction methods. It is important that all 
selected clustering algorithms can be evaluated on the same internal measurements.  
 
It is possible to compare clustering results by supervised evaluation measurements, such as 
accuracy and recall, but since cluster analysis is an unsupervised task and not a supervised 
task, those measurements will not be used. Three measurements for internal validation are 
selected, however there are more measurements that could be selected but issue of handling 
even more values would be troublesome.  

4.2 Ethics 

Considering data privacy for confidentiality, the dataset contains no personal data that can be 
linked to any person. The data produced or used in the experiment is in no way sensitive to 
any group in society. No subjects/persons will be applied for conducting the experiment so 
there is no need for an informed consent. The dataset contains a given sample number for each 
gene expressions, which cannot be connected to a person since a mapping between sample 
number and public names is not official.  
 
To cluster gene expressions of people’s tumor might upset some peoples since grouping 
different types might make them think they got wrong targeted therapy or something 
unexpected. The research value for this study is in finding out if the popular clustering 
approaches are appropriate. It should be noted that many earlier studies have performed 
cluster analysis on gene expressions on RNA-microarray data from person’s tumors. For the 
society it is good to apply good research since there is a need to stop more people from dying 
of cancer, thereby is a need to find what algorithms perform good and do not for this kind of 
data. 

4.3 Validity threats management 

Concerning reproducibility/replication, the code for conducting the experiment will be 
available on GitHub. Concerning reliability of implementation, the methods applied will be 
inspired by the research articles from section 2 about cancer research.  
 
To achieve conclusion validity, the selected and imported packages will be those that are 
popular for programming in R. Concerning the chosen measurements, there might be more 
available but at least a few should be chosen to be able to compare performance. 
Measurements like accuracy is not chosen since this report focus on the phase of class 
discovery and not class prediction, this is not a classification task.  A random seed will be 
applied to have a controlled experiment and to produce results that are reproducible.  
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Concerning internal validity, there are no social threats since no persons are part of the 
experiment. Since different fixed user stated random seeds give different results, it is 
important to know that. By applying one fixed random seed, all randomizations are controlled.  
In the experiment only one independent variable will be changed between groups.  
 
Concerning construct & external validity, more than one dimensionality reduction and 
clustering methods was applied. All methods applied are inspired from reading cancer 
research or research papers on clustering high-dimensional data.   

5. Implementation 
This chapter describes the implementation of the experiment. From the related research it was 
clearly seen that K-Means and hierarchical agglomerative clustering is very popular for 
performing clustering on gene expressions from cancer patients, they will therefore be chosen 
to the experiment and is described in section 5.1. Dimension reduction methods was also 
applied, to see whether they would improve the internal measurements after clustering. For 
attempting to lower the dimensionality of the dataset, both PCA and SOM was applied which 
is described in chapter 5.2 and 5.3. The data was normalized because it is recommended to 
normalize RNA-sequence data and also any kind of data before performing PCA or SOM. Data 
was normalized to mean 0 and SD 1. The final implementation for the experiment can be seen 
at GitHub or a15wilhe (2019) GitHub repository. 

5.1 Clustering methods and internal evaluation 

For most class discovery studies, clustering is both performed on the rows and the columns, 
mainly because they are looking for any type of interesting insight in the dataset. This study 
will only perform clustering on the rows/samples because of time limit.  
 
The R package clValid by Brock et al. (2011) was selected for clustering on hierarchical 
agglomerative and K-Means to thereafter retrieve the internal measurements connectivity, 
Dunn index and silhouette average width. Metrics used are correlation, Euclidean and 
Manhattan. Methods for hierarchical clustering were set on single, complete and average. A 
random seed was also set.  

5.2 Principal component analysis - PCA 

For applying PCA the following R package FactoMineR by Husson, Josse, Le & Mazet (2018) 
was used.  
 
Figure 6 below shows the 31 largest principal components in a scree plot with the percentage 
of variation that each pc explained. By using the elbow method, the 15 largest components 
were selected as one factor for the experiment. This was visualized by the R package factoextra 
by Kassambara & Mundt (2017).  There was a thought of using the eight largest principal 
components but the described proposition of explained variance is at around in total 44%, 
which is low. Most preferably it would be over 75%. Using the 15 largest components contains 
around 51% of the explained variance, and was therefore chosen.  

https://github.com/a15wilhe/Thesis-spring-2019
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Figure 6 - Plot of 31 principal components 

 
 
Another approach to find the amount of principal components to choose from PCA is to use 
the function estim_ncp by Josse & Husson (2012) in the R package FactoMineR. The function 
uses the smoothing approximation cross-validation criterion or the generalized cross-
validation criterion. The function returns the recommended amount of principal components 
to use.  
 

5.3 Self-Organizing Map - SOM 

SOM was utilized as a dimensionality reduction method where the high dimensional data is 
mapped to a two dimensional grid, where onto the clustering methods was applied. SOM was 
called via the R package kohonen by Wehrens & Wehrens (2018). The size of the grid of nodes 
were set by square root of the data sets number of rows and the nodes shape set to hexagonal. 
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SOM was selected since it seems interesting and works different from PCA. More testing 
should have been put to SOM but due to time limit it had to be left to move on with the project.  

6. Experiment 
Inspired by Wohlin et al. (2012) a goal for the experiment was set to the following: 

● Analyze the separation of clusters by data from tumors  
● for the purpose of determining methods that can be applied 
● with respect to their use case for research for cancer  
● from the point of view from a data scientist  
● in the context of cancer research on gene expressions (RNA-seq). 

 
This section is about the executed experiment. 6.1 describes the data set, 6.2 describes the 
experimental design. 6.3 describes the best and worst results from the experiment. Finally, 6.4 
provides an analysis of the results.  

6.1 Data set 

The data set for the experiment consist of gene expressions, more specific RNA-sequence, from 
various tumors. The data is from The Cancer Genome Atlas Research Network (2013) and Dua 
& Graff (2019). The data set is high-dimensional since it consists of 801 samples (rows) with 
20 531 attributes (columns). All values are of data type real. A subset of the dataset can be seen 
in table 2 below with only the first five samples and first five attributes, all values are 
normalized. The data set does also have labels, with the five cancer types: BRCA (Breast), KIRC 
(Kidney), COAD (Colon), LUAD (Lung adenocarcinoma) and PRAD (Prostate). 
  
Table 1 - First 5 samples with first 5 genes from dataset     

gene_0 gene_1 gene_2 
 

gene_3 
 

gene_4 
 

-0.1946777 -0.8275129 0.1597007 -1.94706082 1.2208119 

-0.1946777 -2.0137591 -1.4141584 1.35226377 -0.3762826 

-0.1946777 0.4170869  1.1560132 0.24965080 0.1127615 

-0.1946777 0.5435488 1.3253543  -0.09899067 0.7552690 

-0.1946777 -0.2957697 -0.2569467 -0.28623433 -0.1487501 

 
 

6.2 Experimental design 

The experiment was set up as a nested design seen in table 2 below and figure 7 with the two 
main factors of dimensionality and clustering. First was a dimensionality reduction method 
applied to then thereafter apply a clustering method. Dimensionality reduction methods were 
set on PCA and SOM. Clustering algorithms were set on K-Means and hierarchical. Metrics 
used are correlation, Euclidean and Manhattan. Methods for hierarchical clustering were set 
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on single, complete and average. There are more metrics and methods that could have been 
applied but due to time limit the project had to move on. A random seed was also set. Two 
cases were applied, the first one with only the first 100 rows since that is common for cluster 
analysis because visualizing 100 objects is easier to inspect than 801 objects. The second case 
is when the whole dataset with all 801 rows are applied. All cases have a group of baseline, 
which is when dimensionality reduction is not applied so the dataset have its’ full 
dimensionality of 20,531 attributes. When referring to correlation that is more specific 
Pearson correlation.  
 
Table 2 - Two-stage nested design of experiment 

Factor 1 Dimensional reduction 

Treatment 1 PCA SOM 

Factor 2 Clustering 

Treatment 2 K-Means  Hierarchical 

Metrics Correlation Euclidean Manhattan  Euclidean Manhattan  

Methods  Single Complete Average 
 

 
Figure 7 - Nested design of experiment 
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The package and its’ version for the experiment can be seen in table 3 below.  
Table 3 - R package and version for experiment 

R Package Version 

R Base 3,6,0 

clValid 0,6 

Kohonen 3,0,8 

cluster 2,0,9 

 
To shortly repeat about the internal evaluation methods, the applied evaluation methods was 
connectivity which should be minimized to 0, Dunn index which should be maximized from 0 
and the most important silhouette average width that should be as close to 1 as possible. A 
silhouette value around 0, tells that clusters are very close and objects might be incorrectly 
clustered. For the choices of internal evaluation methods, there are some more, but these 
selected cover the areas of connectedness, compactness and well-separation.  

6.3 Results 

In section 6.3.1 and 6.3.2 shows the best and worst results from two cases which are thought 
of the most interesting but all results can be viewed at GitHub.  
6.3.1 Case 1 - 100 rows of dataset 
For the first case, the selection of amount principal components (pc:s) were set on 15 from the 
elbow method, as described in section 6.2 above, and by the function estim_ncp to 28. The 
grid for the SOM were set to 10 by 10.  
 
The best and worst results for the first case of cluster analysis on 100 samples is shown in table 
4 and 5 below. The results defeats the hypothesis with showing a silhouette average width over 
0,5 when using K-Means with metric correlation and a dimension reduction of PCA to 15 and 
28 largest principal components. However when applying K-Means or hierarchical clustering 
without a dimensionality reduction methods, all results are below 0,4 on silhouette. Using 
SOM + K-Means on correlation produce a close to acceptable result, 0,5 on silhouette average. 
However using SOM produce a high connectivity value and low Dunn value.  
 
  

https://github.com/a15wilhe/Thesis-spring-2019
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Table 4 - Best results of cluster analysis from case 1 

Dimensionality Clustering Metric Clusters Connectivity Dunn 
Silhouette average 
width 

Subset, 100 rows 

Baseline K-Means Correlation 6 14 0,4005 0,3946 

28 largest pc:s K-Means Correlation 6 12 0,3940 0,5011 

15 largest pc:s K-Means Correlation 6 11 0,3256 0,5621 

SOM 10x10 K-Means Correlation 10 52 0,1019 0,4981 

       

Baseline Hierarchical Average Euclidean 9 19 0,6421 0,2127 

28 largest pc:s Hierarchical Average Euclidean 10 21 0,5444 0,3283 

15 largest pc:s Hierarchical Average Euclidean 10 23 0,4751 0,3851 

SOM 10x10 Hierarchical Average Euclidean 8 36 0,2778 0,3289 
 
From the worst result shown in table 5, only SOM with hierarchical produced a negative 
silhouette value, which is not wanted. Concerning the metrics and methods, hierarchical with 
method single produced troublesome results. There is also a low difference on all values 
between baseline and using a dimensionality reduction method.  
 
Table 5 - Worst results of cluster analysis from case 1 

Dimensionality Clustering Metric Clusters Connectivity Dunn 
Silhouette average 
width 

Subset, 100 rows 

Baseline K-Means Euclidean 2 0,6 0,5751 0,1207 

28 largest pc:s K-Means Manhattan 2 1,7 0,3739 0,1305 

15 largest pc:s K-Means Euclidean 2 11 0,3863 0,1502 

SOM 10x10 K-Means Euclidean 2 5 0,1886 0,2069 

       

Baseline Hierarchical Single Manhattan 12 34 0,5613 0,0110 

28 largest pc:s Hierarchical Single Euclidean 12 33 0,4989 0,0585 

15 largest pc:s Hierarchical Single Manhattan 6 14 0,4510 0,0597 

SOM 10x10 Hierarchical Single Manhattan 8 25 0,2507 -0,552 
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6.3.2 Case 2 - full dataset of 801 samples  
For the second case, the selection of amount principal components (pc:s) were set on 15 from 
the elbow, as described in section 5.2 above, and by the function estim_ncp to 227. The grid 
for the SOM were set to 28x28.  
 
The best results from case 2 is shown in table 6 below. No group produced a silhouette average 
width above 0,5. For the K-Means groups, the connectivity values are very high. For the 
hierarchical clustering the best silhouette value came from 2 clusters.  
 
Table 6 - Best results of cluster analysis from case 2 

Dimensionality Clustering Metric Clusters Connectivity Dunn 
Silhouette average 
width 

All 801 rows  

Baseline K-Means Correlation 5 117 0,2628 0,2451 

227 largest pc:s K-Means Correlation 6 81 0,1372 0,3108 

15 largest pc:s K-Means Correlation 7 130 0,0212 0,4820 

SOM 28x28 K-Means Correlation 7 113 0,0122 0,4501 

       

Baseline Hierarchical Single Euclidean 2 2.9 0,5800 0,3620 

227 pc:s Hierarchical Complete Euclidean 2 2.9 0,5599 0,3903 

15 largest pc:s Hierarchical Single Manhattan 2 2.9 0,5039 0,4963 

SOM 28x28 Hierarchical Average Manhattan 7 68 0,1271 0,3296 
 
The worst results from case 2 is shown in table 7 below. All groups produce a silhouette value 
close to 0. Using the 227 largest principal components result in very high connectivity value, 
194 from K-Means and 371 from hierarchical.  
 
Table 7 - Worst results of cluster analysis from case 2 

Dimensionality Clustering Metric Clusters Connectivity Dunn 
Silhouette average 
width 

All 801 rows  

Baseline K-Means Euclidean 2 3 0,3278 0,0989 

227 largest pc:s K-Means Manhattan 5 194 0,2796 0,0093 

15 largest pc:s K-Means Manhattan 2 8 0,2192 0,1643 

SOM 28x28 K-Means Euclidean 2 45 0,1137 0,1838 

       

Baseline Hierarchical Average Manhattan 12 86 0,3290 0,0963 

227 pc:s Hierarchical Complete Euclidean 12 371 0,2346 0,0471 

15 largest pc:s Hierarchical Single Euclidean 12 34 0,2593 -0,0420 

SOM 28x28 Hierarchical Single Manhattan 7 22 0,1629 -0,1833 
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6.4 Analysis 

The most interesting result is that using PCA and K-Means on correlation produce a silhouette 
average width slightly over 0,5 which falsified the hypothesis.  
 

● Applying clustering on the natural full dimensionality of RNA-sequence data whether 
in case one or two does not provide a silhouette average width over 0,4 which is 
unwanted. 

RNA-sequence data is affected by the curse of dimensionality. If there is a need to cluster 
directly on the full natural dimensionality of the data, then there is a need to look into other 
approaches or try more algorithms.  
 

● Applying any dimensionality reduction method produce a better result on silhouette 
average width than using the data set in its natural, full dimensionality (baseline). 

The higher dimensionality, the harder it is to produce well separated clusters. This match the 
points made by Aggarwal et al (2001), that clustering with distance becomes troublesome as 
dimensionality increase. This also match Krigel et al. (2009) and Pandove, Goel, & Rani (2018) 
statements that as more attributes contribute to the functionality of the product, the task of 
data analysis because harder. 
 

● K-Means produce better separated clusters, based on silhouette average width, with 
metric correlation than Euclidean or Manhattan. 

Aggarwal et al (2001) only made the point about distance metrics losing meaningfulness as 
dimensionality increase however similarity metric correlation gave in this experiment ok 
results. To find well separated clusters on RNA-sequence data, using correlation works better 
than distance metrics. There is most likely a subset of features that has a high correlation.  
 

● Using Euclidean or Manhattan for both K-Means and hierarchical cannot produce any 
good values on silhouette average width in both cases, all under 0,5. Even when using 
a dimensionality reduction method. 

This is very troublesome since these combinations seems to be very popular.  
 

● The first case falsified the hypothesis while second case supported the hypothesis 
Applying cluster analysis on 100 samples provided better scores overall than clustering all 801 
samples. In the dense data space, 801 samples makes it harder to find well separated clusters, 
due to the curse of dimensionality.  
 

● Performing hierarchical clustering with method single performs overall bad. 
This problem is probably linked to high dimensionality. Since single linkage sets the distance 
as the shortest distance between two objects in each cluster and since the density of the 
samples decrease as dimensions increase, this most likely lead to clusters being very close to 
each other and objects might be incorrectly clustered. 
 

● Using SOM as dimensionality reduction method seems to give a high connectivity 
value, which is not wanted, when a better result on silhouette is given. 
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This might be connected to as the form of the nodes are hexagonal and thereby connecting to 
many other nodes. More testing needs to be performed in this area by scaling grid size and 
applying different shapes of the nodes.  
 

● PCA worked better as a dimensionality reduction method than SOM for achieving well 
separated clusters compared to the baseline. 

PCA performs better as a dimensionality reduction method than SOM to provide better well 
separated clusters. This tells that with the stated parameters for PCA and SOM in the 
experiment, PCA works better on dimensionally homogenous data.   
 

● In both case one and case two for the worst results, K-Means have the worst separated 
clusters at 2 while hierarchical at 12 clusters.  

The clustering algorithms seems to produce the worst separated amount of clusters in opposite 
directions.  
 

● An interesting result is that in the case one from the worst result for K-Means was 
found from 2 clusters while in case two from the best results for hierarchical resulted 
in 2 clusters, both with Euclidean or Manhattan as metric.  

This is interesting because some articles in the related research applied one clustering 
algorithm to see whether their 2 subgroups would be detected. They applied clustering to 
receive specific 2 clusters. While this result tells that it works good to get 2 cluster in one case 
and one algorithm but terrible in the other. In other words, don’t apply clustering to find the 
groups that is wishful, utilize cluster validation.  
 

● K-Means suggest in both cases for better result that there are around 6 clusters while 
hierarchical suggest in case one around 10 clusters and in case two around two clusters. 

The two clustering algorithms returns clusters completely different because they are two 
different types. K-Means is centroid and hierarchical is connectivity based.  
 

7. Summarizing discussion 

7.1 Abstract 

In cancer research, class discovery is the first process for investigating a new dataset for which 
hidden groups there are by similar attributes. However datasets from gene expressions, RNA-
microarray or RNA-sequence, are high-dimensional. Which makes it hard to perform cluster 
analysis and to get clusters that are well separated. Well separated clusters are wanted because 
that tells that objects are most likely not placed in wrong clusters. This report investigate in an 
experiment whether using K-Means and hierarchical are suitable for clustering gene 
expressions in RNA-sequence data from various tumors. Dimensionality reduction methods 
are also applied to see whether that helps create well-separated clusters. The results tell that 
well separated clusters are only achieved by using PCA as dimensionality reduction and K-
Means on correlation. The main contribution of this paper is determining that using K-Means 
or hierarchical clustering on the full natural dimensionality of RNA-sequence data returns 
unwanted silhouette average width, under 0,4.  
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7.2 Discussion 

The hypothesis for the experiment was falsified, in case one with 100 rows, applying PCA with 
K-Means on correlation provided a silhouette average width over 0,5. Which tells that the 
clusters are somewhat well separated. Berndtsson, Hansson, Olsson and Lundell (2008) 
writes that even though the results support the hypothesis, it does not mean that it is correctly 
true. There are still many things that can go wrong in experiment.  
 
To meet the first research question, about clustering and achieving a silhouette average width 
over 0,5 or even 0,75. The result tells that applying PCA + K-Means with metric correlation 
achieves a silhouette over 0,5. However using the dataset in its full dimensionality of 20,531 
attributes did not produce a silhouette average width over 0,5. To meet the second research 
question, about applying dimensionality reduction methods before clustering to achieve better 
silhouette average width. Compared to baseline with full dimensionality, both dimensionality 
reduction methods, PCA and SOM, produced better score on silhouette average width. 
However it should be noted that SOM worked better with K-Means than with hierarchical.  
 
To conclude regarding the research problem regarding if K-Means or hierarchical clustering 
are suitable for the high-dimensional data, RNA-sequence. The main contribution of this 
paper is determining that using K-Means or hierarchical clustering on the full natural 
dimensionality of RNA-sequence data returns unwanted silhouette average width, under 0,4.  
This result is useful for people utilizing RNA-sequence data, which most likely is in cancer 
research since it is an expensive process. Bag of words can be similar when thinking about the 
high dimensionality but the difference lies in datatype of real vs integer and how the content 
is filled.  
 
To relate previous work, the studies using hierarchical clustering on the full dimensionality of 
the gene expressions by Van’t Veer et al (2002), Finak et al. (2008), Powell et al (2012), 
Konstantinopoulos et al. (2010), Hedenfalk et al (2001), Pomeroy et al. (2002) might still have 
found interesting results but it is not be an recommended approach. While many related works 
executed cluster analysis on RNA-microarray data, the study by Li et al. (2017) utilized RNA-
sequence data similar to this study. Since both datasets are from the The Cancer Genome Atlas 
Research Network while Li et al. (2017) have a bigger dataset with 31 tumor types and the 
dataset in this study only contained 5 tumor types. Li et al. (2017) applied K-Means and 
hierarchical clustering after a discriminant analysis which lead to selecting the top 50 genes. 
However clustering 50 genes on 9096 samples is still a high dimensional dataset and a similar 
problem as this study investigated.  
 
Many points from analysis lead to a problem of a dense data space, it would be recommended 
to look into another approach, such as the local subspace approach, using algorithms for 
example CLIQUE. Because there is no such thing as a free lunch, when applying 
dimensionality reduction methods we are missing some data. Considering that we want to 
learn which genes are the factors for genomic aberrations, there is a downside with applying 
dimensionality reduction. It makes it easier to perform cluster analysis but harder to tell what 
these new attributes mean. In the experiment when principal components are selected by the 
elbow method, only around 51-55% of the variance is explained, which is a low representation. 
Also after a dimensionality reduction methods have been used, it is a bit though to interpret 
what these new features represent in the original dataset. There are some methods for both 
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PCA and SOM but it will take some valuable time that maybe instead could be spent on a local 
subspace method.  
 
All 4 objectives for the study was achieved. A selection of studies in cancer research applying 
cluster analysis were investigated, three methods for internal validation was selected, two 
methods for dimensionality reduction was applied and finally an experiment was set up. 
Thereby the aim of the study was also achieved.  

 
Some problems in the implementation were that the R package clValid could not perform 
hierarchical clustering on correlation. Neither could SOM be applied as a clustering by the 
package due to error message that could not be addressed. Due to time limit, these problems 
were discarded and left, to move on with the project. A big downside with working on R is that 
the package clValid returns the result to the console, in other words as text while it would have 
been preferred to have it as csv.  
 
To further analyze the clustering results it would be interesting to use rand index between the 
clustering assignments of labels to the objects by 2 results when the amount of clusters are the 
same. Such as when both the K-Means and the hierarchical says that there are 2 well-separated 
clusters, the rand index will tell how many labels are the same between the two results. To also 
inspect the result, it would be good to visualize the clustering after utilizing something like 
multidimensional scaling. But due to time limit, all of these were discarded.  
 
Some good decisions in the project was to first read some surveys about clustering high-
dimensional data and then apply that knowledge when reading medical papers on cancer 
research.  
 
7.2.1 Ethics & validity management 
Validity of what is being measured and what really wants to be measured was achieved since 
there was a need to find well separated clusters and the measurements tell just that, how well 
separated the clusters are. Reliability is achieved because standard R packages is used that is 
frequently used in research. Research validity was reached by applying popular clustering 
methods from a pre-study of research articles on cancer research and then applied that to the 
newer RNA-sequence data.  
 
The value for the society in this research is that it helps in the process of clustering gene 
expressions. A downside with the result of this study is that is shows that the popular chosen 
approach for clustering is to apply K-Means or hierarchical on the full dimensionality of gene 
expressions, which this study denies as a good approach. This might make people angry on 
how research on cancer has been carried out. However the positive is that it states what should 
not be done in future studies.  
 
7.2.2 Future work 
From the short term perspective the following would be interesting: 

● Add a eight-fold for case one in experiment and calculate an average result 
● Perform an folding technique by the given labels (tumor types), so clustering tumors 

in pairs or more and not all five or more tumors simultaneous.  
● Compare with rand index between baseline and dimensionality reduction methods.  
● Change some parameters of the SOM 
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● Apply a range of principal components to see how silhouette average width is changed  
● Add a synthetic dataset where we increase dimensionality from 1 to 20,000 and see 

how average silhouette average width is affected.  
● Adapt more clustering algorithms like EM and dimensionality reduction such as kernel 

PCA.  
● Apply on bigger dataset, more samples and more tumor types, that is available from 

TCGA. That also give the ability to take out data by gender. 
● Also apply testing on RNA microarray data sets to compare to this RNA-sequence.  
● Adapt cluster analysis after class comparison where for example a discriminant 

analysis have selected a few attributes (genes) that could much easier perform cluster 
analysis on those fewer attributes.  

○ Also thereafter apply rand index to compare before and after class comparison, 
how similar the groups are. If they are even same amount of clusters.  

● With 10K samples - transpose after a discriminant analysis to cluster the genes across 
samples. To see if the problem is similar. Because it is once again high dimensional 
data after transpose.  

 
In a long term perspective it would be interesting to adapt a case study or user study, were 
cancer researchers compare the results in how interesting they are between the results from 
these simpler clustering methods and local subspace clustering methods, such as CLIQUE. 
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