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Abstract

Time series prediction ise of the main areas of statistics and machine learning. In 2018 the two new
algorithms higher ordehidden Markovmodel andtemporal convolutionalnetwork were proposed

and emerged as chalhgers to the more traditionalecurrent neural network and long-short term
memorynetwork as well as the autoregressive integrated moving ave(ageMA)

In this study most major algorithms together with recent innovations for time series forecasting is
trained and evaluated on two datasets from the theme park industith the aim of predicting future
number of visitorsTo develop models, Python librari€grasand Statsmodelsvere used.

Results from this thesidhew that the neural network models asdightly better than ARIMA arttie
hidden Markov model,and that the temporal convolutional network do not perform significantly
better than the recurrent or longhort term memory networkslthough having the lowest prediction
error on one of the datasetinterestingly, theMarkov model performed worse than all neuratwork
models even when using no independent variables.
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1 LYGNRRdAzOGA2Y

Time series forecasting is an important tool in modern science for studying relationships between a
dependent variablandtime, possibly together with other independenariablesThe goal of time
series prediction is to collect historical data that canused to create a quantitative model that
explains the characteristics of the explained variaBleas of use include econometrics (Zhang, Yin,
Zhang & Li 2016; Wang &), biology (Huang et al. 2016), psychology (Jebb, Tay, Wang & Huang
2015) and climatlogy (Duchon & Hale 2012).

In addition to scientific research, time series forecasigfgequently utilized in the business sector
to forecast areas like product demd as well as the need for materials and personnel. When
utilized, it can be developednd used by individual analysising codeor form a module within a
system such as in Amazon Forecéshézon 2019 the ERPsystem SR (Dadouche 2018) and most
interface-basedanalytics software such as SEEAS n.d)NCSS (NCSS 2019), and Tableate@iabl
2019).

Time series can hadeur characteristis as described biebb & Tay (2017Jhese are trends,
seasonality, cyclesnd noise Algorithms for time series fopastingare appropriatefor data that has
a time dimension anéxhibitone or more othese properties.

In the beginning of the ninetieth century deterministic models were used and the involvement of
stochastic properties becanominentwith the inventian of the autoregressive moving average
(ARIMA) model developed by major contributions from Box & Jenkins (IB7i8)statistical
approach dominated the development of models for time series forecasting for thirty y@ars
Gooijer & Hynthan 2006).

Quanttative models for time series analysis based on deep learning has become more and more
important in recent years (Makridakis, Spiliotis & Assimakopoulos 20h8)development of

machine learning and deep learning has led to a myriadlotisns that comte with traditional
statistical methods with important examples beiregurrentneural networks (RNNYRussel & Norvig
2010 pp. 729 andlongshort term memory networkgLSTM)Hochreiter & Schmidhubei997)

which revolutionized the alify to create moels for sequential problems like speech recognition
(Xiangang & Wu 20)4ndmachine translation (Sutskever, Vinyals & Le 2014).

A novel implementation biai, Kolter & Koltun (2018)se feed forward networks and convolutional
operationsutilized incompuB NJ @A aAiz2y (G2 02y adNHzOG | ySdz2NIf ySig
y S (i ¢ ZTRN}Hat can learn faster and attain higher accuracy on some sequential datasets

compared to LSTMs.

A different approach to time series modelling is uditaykov chains. Wike originating in 1906 more
recent developments biy &Tuyen (2018) using higher order chains and intervals ofithe series
as states suggest promising results on its ability to predict stock prices, a traditionally difficult
problembecause of its igh level of stochasticity.

Research into the accuracy and reliability of different algorithms for time series forecasting can lead
to improvements in the ability of the scientific community to carry out tibased analysis.
Furthermore, better knowledge iwwhich algorithm to choos#r a problem could help businesses



create better forecasts thereby improving their strategical and tactical planning as well as optimizing
operations.

In this study, data is collected from two Swedish theme parks containingrsiper day over time.
This data is fused with datasets containing weather parameters and search keyword frequency from
Google Trends. With thighe three traditional algorithm#&RIMARNNandLSTMare compared to
the two novel implementationsgcemporalconvolutionalnetworks andhigherorder Markov chains

The remainder of the repoiit organized as follows. In section 2, the technical and mathematical
theory behind the algorithms are explained. Section 3 desstieproblem area and the
contribution of this study Section 4lescribes andnotivatesthe choice of scientific methods.
Acquired data and relevant tools are presented in sectiatpBg with a exploratory data analysis
Results are presented in sectid@ There is an analysis of concernthg meaning of the acquired
results in section 7A.astly, a discussion concernin@ therformed study and the subsequent results
are presented in section 8.



2 . O1 ANRdzy R

The background section examindé®ttheoretical foundations for the investigated timerigs models
and the general characteristics of time series datasets.

2.1 Terminology

Network Architecture; describing the rarphology of a network by referring to the structure of
nodes, layers, and theay their edges are connected.

Machine Learning Algorith/algorithm ¢ a theoretical description of a machine learning based
guantitative system that has the capacity to learn from input data and create a prediction based on
one or more independent variables

Statistical Modet, a general description &f mathematical equation that describe relationships
between parameters and variables

Machine Learning Model/modelan implementation of a machine learning algorithm where
hyperparameters have been selecteddsthe algorithm has been trained on a dataset.

2.2 Characeristics ofTime SeriesData and Forecasting

A time series is a chronological sequence of observations of a predictor vdridialeing like a

stochastic procesghat is, individual values are impdsi& to predict exactly but there can be an

overall patern. This type of data can display patterns that can be used to create models to predict

future behavior. The series can display a trend which can be upward, dowowstationary.

Furthermore, the pattern can be of a cyclical nature changing from lonegh&her values in an

interval around an average point, an example of this is a heartbeat over time. Typical of cyclical

pattern is that they have no set repetition a2 Say QG NB LIS i @ebriLEstlyAtivhe LIS NA 2 R
series can have seasonalityieh is a pattern where values change in a certain manner on specific

points in time, for example during winter and sumngibtontgomery, Jennings & Kuleil2015,pp. 6-

12).

Another important attribute that can be found in time serisscalled white noiseA dependent
variable that changes randomly over time with constant varisaruaé no autocorrelatiorcan be said
to be white noise The scatter plot of such a series asrtime will indicate no pattern and hence
forecasting the future values of such a serig not possible. It not possible to do time series
analysis on such datdontgomery, Jennings & Kulel2015,p. 71)

Forecadng time series dataan be class#d as shodterm, mediumterm and longterm. Short
forecasts range between a few daysd few months. Medium time forecasts can g@ §ears into

the future and longierm forecasts can be several years into the future. Statistical models are useful
for short- and mediumterm forecastyMontgomery, Jennings & Kiie 2015,p. 2).

There arewo categories of forecasting techniqué&3ualitative techniqueare relatively rare and can
consist of a panel of experts giving individual estimates which are theegdoagether, such as with

the Delphi Methodln quantitative modelghere arestatistical and machine learning models for
forecasting. These are considered more stable and are most commonly used. Types of quantitative



forecasting models are regression mésighapter 2.6.1)smoothing model¢chapter 2.5) general
time series modelgchapter2.6) (Montgomery, Jennings & Kie 2015,pp. 4-6).

2.3 StatisticalModels

Statistical models differ from achine learning (ML) models in that they usually require a set of
presuppositions for the model to work.g linear regressionequiresnormally distibuted data,
homoscedasticity anthck ofautocorrelation Casson 2004 ML models on the other hand tyailly

f SENY YR FRIFLII T NER Yasih&rdughPleprdcesding R R2y Qi NBIj dzA NB

2.4 ETS Models

9¢{ a0l yREend SNIJa2YNNPANDE ¢ Is §uEh ad efpOrienti®l Snépothing, Réhd
methods and ETS decompositi®#T Rlecomposition is a way threak down a time series into
components of trends, seasotitgland cycles (Jofipasi, Miftahuddin & Hizir 20THis can be a

useful tool for diagnosingre series to determine whether a seasonal ARIMA should be used and if
the data must undergo transformatns to become stationaryn this study, ETS decomposition will

be used as a diagnostic tool in the development of the ARIMA model.

2.5 EMWA Models

EMWA ione of the more advanced smoothing models that can be used for time series forecasting.
Other examples include Simple Moving Average (SMA) and Simple Moving Median. These models are
also a commormool in descriptive statisticand only EMWA igsudly used for producing detailed
predictions.

A regulatrmovingaverage can be improved by using an exponentially weighted moving average
(EMWA). SMA has some weaknesses, smaller windows will lead to more noise rather than signal. Its
lacks starting valuesnd itwill never reach the full peak or valley of the data due to averaging.
Furthermore, it does not inform about future behavior all it really does is describe trends in the
historical data. Lastlyn issue with SMA can be the presencexifeme histaical \alues that skew

the rolling mean(Montgomery, Jennings & Kulahci 2015, pp.-283)

EWMA reduce the lag effect of SMA arahput more weight on values that occurred more recently
by applyinga highemweight to the more recent values. The amount of weigiven to the most

recent values depend on the actual parameters useitie EWMA and the number of periods given a
window siz (Montgomery, Jennings & Kulahci 2015, pp.-283).

Although ETSand EMWA models have been historically important in timéesediorecasting, they
could be considered older and somewhat more simple models that have already been thoroughly
studied and il therefore not be investigated in detail in this study.

2.6 ARIMA Models

ARIMA stands foAuto Regressive Integrated Moving Aveead@here are thus three independent
components making up the model and they can be used together or with the exclusioe of
more.

ARIMA can be divided into three categories (Durka & Pastorekova 2012)



1 Nonseasonal ARIMA (ARIMA)
1 Seasonal ARIMA (SARIMA)
1 Multivariate ARIMA (ARIMAX)

Regular ARIMMnodels is a univariate time series model because it works on data that cooisists
single observations of a dependent variable over regular time intervals and no external predictor
variables.

ARIMA models are ually applied where data show evidence of r&tationarity, where an initial
differencing steg; corresponding to the integted part of the modet can be applied one or more
times to eliminate the norstationarity. A stationary time series is one whosatistical properties
such as mean, variance and covariance are constant over time. Most nasdelnehat the time
seriesis or can be rendered approximately stationary through mathematical transformatidalsng
a time seriestationarythrough differercing where needed is an important part of the process of
fitting an ARIMA moddMontgomery, Jennings & Kulahci 20pH, 48-50).

There are sveral ways to maka nonstationary datasestationary but the simplest is differencing.
Subtract each value acaingto® @ . This can be done several times if needed anerg step
of differencing costs one row of data.

Differencing can also be dofy seasorif there are longterm seasonal patterns that cause the ron
stationarity. For exampleif the time series is recorded monthly and there is an annual change in
values that cause nestationarity the dependent variable can be transformed accordin@ to

@ . ltis also common with seasonal ARIMA to combine both methods, taking teenséa
difference of the first differencéviontgomery, Jennings & Kulahci 20p552).

Furthermore, there are hypothesis tests that can be used to indicate mathematically if a series can
be considered stationary or not, one of these if the Dieckelller st (Bernal & Sanso 2001).

Major components of ARIMA are the autoregressive portion, the integrated portion and the moving
average portionNon-seasonal ARIMA models are generally denoted ARIMA(p, d, q) where
parameters p, d, q are nemegative integergMontgomery, Jennings & Kulahci 2015, pp.-387)

2.6.1 TheAutoregressive AR(ppart of ARIMA

A regression mode that utilizes the dependent relationship between a current observation and
observations over a previous period. Aunto regressive model or AR melds one in whichY
depends only on its own past valu&s Q& Ry Fesh

A representation of an autoregressive model where it depends on n of its past plaagcalled

G! woLlé Y2RSt OFy o6S YFGKSYFGAOrfte@ NBLNBaSydaSR
D o 0 2 ® 0 Z W 0 z® O

An important question is how manyapt values to use. AR(p) means p past valBese coefficients

like those used in linear regression models, ants Bn error term representingandom behavior
(white noise)n the serie{Montgomery, Jennings & Kulahci 20pp, 338348)

2.6.2 Thelntegrated I(d)Part of ARIMA

If the time series was shown to be nstationarythere are two ways to make it stationary
differencing (subchapter 2.2.3) and mathematical transformatiasiag logarithmgMontgomery,
Jennings & Kulahci 201,363 can be employedA series which is stationary after being



differentiated d times is said to be integrated of order d denoted I(d). Therefore, a series which is
stationary without differencingsi said to be I(0Cand integrated of order 0.

2.6.3 TheMoving Average MA(q)Part of ARIMA

The MA part of thenodel uses the dependency between an observation and a residual error from a
moving average model applied to lagged observations. A moving average isiodelwher

depends only on the random error terms which follow a white noise pro@éestgomery, Jennings

& Kulahci 2015pp. 333337)

A common representation of a moving average model where it depends on q of is past values is
called MA(Q).

2o 0 'O 0 z0 020 BhO z0

Where the erroitermsO are assumed to be white noise processes with mean zero and varjance
That isaverageD) = 0 andrar(O) = 1.

2.6.4 Combinations ofParts

There ae times when the timeseries may be represented as a mix of both AR and MA models
referred as ARMA(p, d)he general fom of such a time series model which depends on p of its past
values and q past values of white noise disturbances takefotlosving orm (Montgomery,

Jennings & Kulahci 2014p. 354355).How to develop an ARIMA model will be explained in
subsequent chapters.

@ 6 6:06 626 6zd 06 :z0 20

2.6.5 Autocorrelation Function(ACF)

Once the data is stationargnodel selection is the next stepn autocorrelation plot; also known as
a correlogrant, shows the correlation of the series with itself laggedtiyme units.The yaxis is the
correlation and the saxis arethe number of time units of lag. This can be done severalgioe
different times of lags.

=%

(4)6 & i G -
The results fronthe ACPplot should show whether the (AR) or the (MA) part of the ARIMA model
should be usedyr both (Yaffee & McGee 2000p. 122126).

9 If the autocorreléion plot showspositive autocorrelatiorat the first lag (lagl) then it
suggestaisingthe AR terms in relation to the lag.

9 If the autocorrelation plot showsegative autocorrelatiomt the first lag, then isuggests
using MA terms.

2.6.6 Partial Autacorrelation Function(PACF)

A partial correlation is a conditional correlation. It is a correlation between two variables under the
assumption thasome other set of variables is known atwhsidered

For example, im regression context where y is the resige variable and xk2, x3 are the predictor
variables. The partial correlation between y and x3 is the correlation between the variables
determinedconsideringhow both y and x3 are related to x1 and x2.
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decline it suggests an MA model. Identification of an AR model is often best done with the PACF.
Identification of an MA model is often best done with the ACF rather than the PraifEe & McGee
2000,pp. 122-126)

2.6.7 The BoxJerkins Methodology

The BoxJenkins methodology is an approach on how to build a univariate time series models in an
orderly manner as the minimize the risk of faulty assumptions. It is an iterative three step approach
(Akpanta & Okorie014).

1. Model identfication and model selection.
2. Parameter estimation.
3. Model checking

In the first step, diagnostic tests are used to investigate whether the data is stationary or not. This
can be done by visually exploring charts usolting averages for standard diation and averages

and breaking the data down with ETS decomposition. How to make data conform to stationarity was
discussed inchapter 2.6. Furthermore, the Dickelguller hypothesis test (chapter@.can be used

to verify that the time series has beme stationary after relevant treatment has been implemented.

In this stage, it should also be verified whether the dataset has attributes of seasonality, and if it does
a special type of seasonal ARIMA should be considered.

Once the type of ARIMA has bedecided, a series of tests must be done to find the AR(p), I(d) and
MA(q) terms that should be used for the data. In the Berkins methodology, autocorrelation plots
are used to find the MA terms and partalitocorrelation plots to find the AR terms.

In the second stage, the parameter estimation stage, computational algorithms are used to arrive at
coefficients (chapter2.6.1, 2.6.2& 2.6.3) that best fit the selected ARIMA model. The two most
common methodsare maximum likelihood estimation and ndinear leastsquares estimation.

The third and last stage, model checking, is done by testing whether the estimated model conforms
to the specifications of a stationary univariate process. For example, the résghauld be

independent of each other and nstant in mean and variance over time. To verify this, a LRmg

test can be used to test the autocorrelation within the dataset. The LRmgtest tests the

hypothesis that the correlation between two poinisth lag k are zero and can also be used to
evaluate an ARIMA model by saying whether the residuals are independent or not (Ljung & Box
1978).



2.6.8 Summaryof ARIMADevelopment

Seasonal

Yes > ARIMA

Visualiy investigate
stationarity by plotting
rolling mean and
standard deviation.

Use ETS
decomposition to
investigate seasonal
effects, cyles and
trends.

Seasonal effect

|—> ARIMA Y

Confirm stationarity
by dickey-fuller test
d=0

I(d)

AR(K) MA()

Differencing

[——No——— Stationary data
d++

Sharp drop at lagk

Gradual drop

Partial
AutoCorrelation

|@——Negative until lag k
— MA(k)

PACF Autocorrelation | ACF 4—|

Figurel. Overview of the development of an ARIMA meaebrding to the Bedenkins methodology.

2.7 Feed ForwardNetworks

A basideed forwardneural network(FNN) got its name because it has architectural similarities to
metazoanbrain cells with the components of dendrites and axons.FAN can be described as a
weighted acyclic bipartite grapffigure 2). It consists of three distinct types of nodes: input, hidden
and output. Input nodes receive the input variables which muasthgoughunity-based
normalizationto transform the set of inputs into the range [0, 1]. Each input is subsequently
multiplied by a weight and sent to a connected hidden ng8ehmidhuber 2014)
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Independent Variables NSRS Dependent Variable
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w0,1
@/ ) 1’
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Figure2. Graphical descriptioof anANN. The fist index numbeispecifies layer, the second signifies the node number
Weights wjare labeled accordg to node numbers with sink node as i and source node as j.

Hidden nodes are special in that they create the abilitpat-linearity and being able to handle
complex interactions between different input variables. They do this by using activatioiofusct
which transform the incoming valug& woo+ @:1*wo b X;BWi; (a weighted sumbpy a

function where conmon examples include the rectifier function max(0, x) twgastic function f(x) =
1/(1 + &) (Glorot, Bordes & Bengio 201By u$ng activation functions, each incoming weighted
sum is transformed back into the original [0, 1] range before going titrdurther calculations in the
next layer.

The output of a node being¥ Wh * X.1. Where Wo* X1 = (wij+ i) * ai,j. Thebisa bias term that
can be added to the weighted sunX..;isall previouslyonnected nodes multiplied by thaielated
weights with added biasdbe generated output of that node is thenansformedby the activation
function % = F(¥).

Every transmissioaf data from one layer to the next (figu® can also be interpreted in matrix
vector form.
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This process can be carried out through any number of hidden layershangiignals are finally

pooled together into an output layer which also usually has a special activation function in order to
transform the outputmto a reasonable scale such as the sigmoid function for probabilBetsieen
each cycle, a cost functios used to calculate the error between the derived prediction value and
the actual value in the training set.

The calculations between the input nesl the weights and the activation functions are described by
LeCun, Bottou, Orr & Muller (1998) as a fumetM (2, W) where Z is the input variables and W the
adjustable parameterd.€.weights ancbias term3. Each cycle of M{ZW) has a related d#red

output value B, 'Y X.3TheSe are used in a cost functidht& calculate the training error.
Commonly used cost functions are meavsoluteerror, root mean square error or mean square
error which is %2 * (D M(Z°, W)Y .
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Figure3. TheMNN as a learning machin@dapted and redrawn from Muller et al (1998).

The actualearning in the network is done by tuning the weights and the bias terms on all the edges
between nodes to minimize the resulting errandaan important task in the science 8NNs have

thus been to develop methods to adjust W batkgardingcomputationd efficiency and accuracy in
order to minimize the cost function. Two concepts become central: backpropagation and gradient
descent.

The graient1"Oof an ndimensional space is the change in variables that cause the function to
increase in value most rapidlyhe concept of the gradient is the same as that of the derivative of a
univariate function but in a multidimensional settiiljdams &ssex2013,pp. 716720).

(6)"0chuiay ' Qi

7) G 1— b

Calculating the gradient for a ortémensional function "Qo '+ would be the same as a regular

derivative. By using theurrent coordinates of the function and plugging them into the gradient the
direction of greatest ascent is obtaineBly continuously doing that, eventually a local maximum is
attained and while onhat point the gradient becomes zero.

In neural networksthe values derived from the cost function is used as an output variable and the
vector space has as many dimensions as there are weights and bias terms in the idtwerlet al
(1998) Hence, qadient descent is the opposite of the gradien¥"Oc» (Adams & Essex 2013, ss.

720). By changing the parameters in W in order to minimize the cost function (which is an aggregate
representation of all the tunable parameters) the network can improveat$gpmance or learn.

Gradient descent is the ost widely used way to optimize tunable parametargithere arethree
variantsof thismethod: batch gradient descent, stochastic gradient descent and mini batch gradient

10



descent. Batch gradient descent uptiss the tunable parameters of the cost functionrespect to

the entire dataset, making #glow and requiring that all training data fit into the RAStochastic
gradient descent calculates the negative gradient for every training exammgalking it fluctiate

heavily but working well with a progressiveduction in learning rate. Mifatch gradient descent is

a combination of the two previous methods, updating parameters for a batch of n examples (Ruder
2017).

Muller et al (1998) describes backpropagati as a proess where the output of each nodan be
written mathematically as ¢ F(W, X%.1). Here, Xis a vector containing the outputs of the node, W
is a vector containing the set of tunable parameters relating to the node anid ¥e input vector
into the node.

The partial derivative df with respect to Xis known and because of that the partial derivative of E
with respect to W and %.1 can be computed.

®— —oh z—

@9— —om z—

The Jacobian alacobi matrixs a matrixcontaining partial derivatives of variables that make up a
multivariable vector functionThe expression dF/dW(\\%.1) is the Jacobian of F with respect to W
evaluatedat the point (W, %.-1), anddF/dX(W, %.1) is the Jacobian of F with respect toRXom this,
the multidimensional derivative of all values in the set ofald X%..can be modeled and the result
of their corresponding changes on the céstction, E, can bdetermined(Muller et al 1998)

These equations are applied to all nodes in reverse order from the last layer to the first layer, hence
all the partial derivatives of the cost function with respect to all the parameters can be computed
This process is ttad backpropagation.

2.8 Recurrent Neural Networks

In FNNs it is assumed that all inputs and outputs are independent of each atRegurrentNeural
Networks (RNN) on the other hand, there is a dependence between an outpaind allprevious
outputs® R FED

St @ @ @
A
v

St-1 St+l

Aiaine | [ 40) {fad) e
o) (=) - \D

“

U U U

Figure4. Schematic figure of RNN architectudelapted and redrawn frorheCun, Bengi& Hinton(2015).

11



In figure (3), ¥s the input vector into the network at step t. iS the hidden &te at step tand
constitutes the memory of the network. These are the hidden nodes containing activation functions
(LeCun, Bengio & Hinton 2019he hidden state at 8an be expresseasa function of the sum of

the input weight multiplied by the inputector and therecurrent weight matrixV times the previous
hidden state (equation 10).

10Y Y @Y
ADd  "QYY
(12)0 o 1

The hput X is multiplied by the associated weight to the edge that connects the input node and the
hidden node. This is added to W®hich is the longerm memory of the network. Finally, the
weighted sum is applied on an activation function.

The errorbetween the actual value #nd the predicted value-Nat can is calculated with loss
function like mean squared error (equation 12).

An important difference between RNNs and FNNs is that unlike FNNs that use different tunable
parameters between all edgeand nodes, RNNs use the same parametert, V, W (figurd). This
is because outputs are dependent on each other.

Two issues witlRRNNs are the vanishingnd exploding gradient problesn(Pascanu, Mikolov &

Bengio 2013)This arises from the fact thRNNs daot only have edges between nodes from the

input, to the hidden and onward to the output layer like FNNs do. Here, thereeatgnent weights

W that connect hidden layers frofly RY 83Y . Since the process of calculating the atge
gradient and using backpropagation to adjust the tunable parameters involves all weights and biases
that contributed to the error Hequation12)there is a chain of muftiication (equation 10) that can

lead to unreasonably small (vanishing grad)em large (exploding gradient) numbeithis prevents

RNNs from utilizing layers too many steps back in time.

If the recurrent weights become too small there is a vanishindigra problem and it prevents the
network from learning properly, if it becorsdoo largethere is a risk of an exploding gradient
causing the weights to change too much from every training sample.

Hochreiter & Schmidhuber (1997) propaseolution to thevanishing gradient problem in the form
of a modified architecture of RNNsyng-Short Term Memory networks (LSTMSs).

2.9 LongShortTerm Memory Networks

LSTMs is a special type of RNNs capable of handling long term dependencies being tes$istan
vanishinggradient problem. It has a more advanced architecture than RNNs with several additions.

In LSTMs there is a cell st&¢hat convey a flow of information from one module to the next. The
transmission fron§ to S:1is regulated by coponents called ga®

The data that is removed from the cell state is regulated by a forget gate layer. This layanases Y
the input into the network xconcatenated together into a matrix. This is multiplied by associated

12



weights(by the dot produt) and a bias termis added. This value is then inserted into a sigmoid
activation function(, ) to attain a value between [0, 1] and multiplied wiiy. A value of zero means
that no information should be transmitted within the cell state andadue of one means that all
information should be transmitte@Olah 2015)

10 4o o b o

The second type of gate is an input gatetéigether with a tanh layer Bwhich transform values to
the interval [1, 1] This sectio of the module determines what information that should be stored
within the cell stagé.

140w —— p
;e ,o & wm o
(160 OAw & O

The input gateslecidewhich values that shoulddupdated,and the tanh layer determines
candidatevalues that could be added to the cell state.

The new cell state & is then calculated using equations (13, 16).

A7)y QY 020

Output
Gate

Lo | o] [tanh] [ o]

Yt—>

i1

Figure5. A module in an LSTM netwoAdapted and redawn from Olah (2015).

Equation (¥) determines the final input into the module. The second part of the LSTM architecture
deals with the final output. First the previous output togettwith the input is multiplied with
associated weights and a bias tersraidded (equation8). This weighted sum is put through another
sigmoid activation function to determine what parts of the input is going to affect the output. In the
next step the fial output is the product of (equatior@l and a tanh layer that uses tloell state
calculated in (equation?). The complete architecture of a basic LSTM is displayed in figure (4).

13



1B Yo O b O

(19w W zO0AYY

2.10 Temporal Convolutional Networks

TemporalConvolutional Networks (TCNs) build on the more familtanvolutionalNeural Networks
(CNNs) that has been a dominating architecture for developing deep computer vision models.
Famous architectures includou OnlyLook Onc€Redmon, Divvala, Girshick & Farhadi 20drid
Sngle Shot MultiBox Detectdt.iu et al2016) that can perform real time object detection ahdNet
(LeCun, Bottou, Bengio & Haffner 1998at wasone ofthe first deep modedthat could learn to
recognize handwritten digits.

TCNs could be implemted in a variety of ways with different tweaks but the version that will be
discussed in this section is the one used by Bai, Kolter & Koltun (2018 architecture, instead of
using a cell state to preserve information from pieus outputs as ingTMs, TCNs use connection
between previous hidden layet®nfigured with two hyperparameters: dilation factor and filter size.

The dilation factor (d) decides how many steps back in a layer that connections should be made
between the aitput columnand prevous hidden nodes. As can be seen in figure (5), ad = 1 means
that there should be no interval between previous nodes while d = 2 creates a connection between
every second node to the outpgblumn Filter size (k) decides how many connections there shoul
be in total between a certain layer and the output layer. With k = 3 (fiGutbere are three

connection between every layer and the output layBai, Kolter Koltun 2018).

Because d = 1 is wbén the input layer, all information from the entire netwk is stored in later

KARRSY fF&@SNB 3ISYSNIrdAy3a I GNBOSLIWIAGS FTASERED CK
tunable parameters thamustgo through optimization thus increasing the trizig speedThe

process of creating this isgether with lernels for feature extraction that generate filter maps is

called dilated convolutioriThe advantage of dilated convolutions is the ability to increase the size of

the receptive field exponentiallywhile the tunable parameters grolinearly,and the technjue was

first introduced as a tool in semantic segmentation (pixede image classification(Yu & Koltun

2015).
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Figure6. Schematic image of the TCN architecture wildtion factors 1, 2, and 3 and filter size <C&nnectias only

shown forthe output columnyt,but these can be extrapolated to every node in the output Iad@apted and redrawn form

Bai, Koltei& Koltun (2013.

Another importantconceptin TCNs are residual blocf&ai, Kolter & Koltun 2018yhese pool

together n nodes (decided by parameters k,af)d the result is added to the input to create the final

output of the block. In figure) the shadedcolumnapart from the input nodesepresents a residual

block(figure7).

Residual block (k, d) I

) 4

Dropout

WeightNorm
Of connections

I Dilated Causual Conv } ---------- In previous layer

2

Of connections
/ In previous layer 1

WeightNorm

i

Input Column

‘ Dilated Causual Conv €

Figure7. A residual block unit in TCMglapted and redrawn forrBai, Koltei& Koltun (2018).
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Inside the residual blocks there is a sequence of data transformations carried/eight

normalizaton or WeightNorm(equation 21) is a technique that nonalizes the wight vectorsof

each node and instead of tuning the weights w and bias term b (equation 20) using gradient descent,
a parameter vector v and scalar parameter g is optimized (equatiorsalijnans & Kingma (2016)
propose that this technique makesaglientdescent conerge to a local minimum faster.

00 10 ®
(210 I's_su

The next step in the residual blockaisinit withthe activation functiorrectified linear unit (ReLU)
which isQa ' & codt . LeCun, Bengio & Hinton (2015) describesfthistion as particularly
usefulin networks with many layers leading to a faster learning.

Finally, dropout is applied. This is a technique where random neurons are ignored during training in
order to minimize the risk of overfitting. That is, their indogninformation is not part oftte cost

function and their tunable parameters are not changed through backpropagation for that training
iteration (Srivastava, Hinton, Krizhevsky & Salakhutdinov 2014).

The residual block described in figui® ¢an also b@iewed in the context of the natork as a graph
with edges and nodes (figuB). The flow of information from the input layers, to consequent hidden
layers and the final output layer and the transformations that happens in between constitutes a

residual bbck.
5o

Residual block (k=3, d=1)

Convolutional
dilation
Input
" Column

Convolutional
dilation

Figure8. A residual block viewed in the context of network architecture with nodes and édizgded and redrawn from
Bai, Kolte& Koltun(2018).

2.11Hidden MarkovModelsfor Time Series

There are twdoasic types of Markov models, Markov chains for digcetates and Markov

processes for continuous states. A Markov chain is a mathematical system that changes between
different states. The set of all possible states are called the state sipafigure(8) there is a Markov
Chain with state space = {A, Blthe system is in state A, there is a 90% probability that it will remain
in state A in the next time step and 10% probability that it will change from state A to stétadh
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modelling a Markoxhain, it is presented as af € transition matrix where n is the cardinality of

the state space and the cells contain transition probabilitiarkov chainsarea common technique

for creating dynamic mathematical systems and one example is Googles page rank algorithm (Rai
2016).

P(B|B) =0.5

P(A|B)=0.5

Figure9. lllustration of a Markov chain for discrete states.

Hidden Markov Models (HMMs) differ from regularkov models in tht the probabilities of
changing state (or remaining in the same state) are determined by deriwdzpility distributions
by using a training set, as opposed to using fixed probabilities.

Furthermore, theMarkov property says that #hstate at €1 can depend solely on.GMontgomery,
Jennings & Kulahci 201&,502). This is called a first order Mavkmodel but there are adaptations
where the current state can depend on several successive dlatés s6 5 e and

these models are called a Markov model of order n where n is the number of previous states that
affect the current statgKy &Tuyen 2018)These Markov models are particularly suited for time
series forecasting as they acquire the ability todmbpatterns like trends and cycles.
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This chatper provides informationegarding otheresearch that has been done related to the

present study. Furthermore, it also provides the research questions, aim and motivation for the
study and the objectives that will be achieved.

3.1 RelatedResearch

A performance comparison between bMand ARIMA cagucted by SiamNamin & SiamNamin

(2018) showed that the LSTM algorithm had six times lower RMSE than ARIMA on six different
economic time series datasets. Although promising, the authors did not state in detail how the
models were develogd and as ARIM#ust be configured for eaathatasetmore data is required to

be able to understand their respective strengths and weakne$3eres et al(2016) investigated

the robustness for noise in training data for ARIMA and FNNs and found simoitsase in preigtion

error as the level of noise increased. Furthermore, Chan, Xu & Qi (2018) compared several versions
of ARIMA to FNNs their ability to forecast throughput of containers in a harbor area and found that
ARIMA had significantly betteegformance.

Ky&Tuyen (2018) developed an HMM for time series forecasting by using historic stock price data as
a training set and divided the time series into intervals which represented different states in the
Markov model. The author found that an HMMth number ofstates adapted to the dataset arath

order higher than one (adapted to the dataset) can outperfaemeral neural network model3his

makes it an interesting candidate with a different approach to time series forecasting. HMMs are
heavily sochastic moded because of their completely probabilistic architecture of states and
movements between states which might fit particularly well for stochastic data like stock prices. In
this study, they will be evaluated on more traditional time seriemdeith trendsand seasonality.

Results from Bai, Kolter & Kolt@018) show that a modified version of CNNs specialized for
sequence analysis can perform better and learn faster than traditi@tairrent networks Two of

the reported experiments were predicting sequees of digits using the MNIST database (LeCun &
Cates, nd); and predicting sequences of words using the Word XM dataset (Merity 2016 he
authorscompared the performance of TCNs to LSTMs and found that TCNs have better ability to
retain informaion from many steps back in time being able to gseinputs from 250 steps back.
Furthermore, they reached higher accuracy than LSTMs when being fully trained as well as learning
faster when applied on sequential datasefgith these outcoms it is a redvant scientific inquiry as

to whether they can ats perform better on time series forecasting of continuousajat question

which has not yet been investigate
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Tablel. The algorithms that will be evaluated in the study.

Algorithm

Recurrent Neural Network

Pros

Simpler than LSTM fewer hyperparamete
that can be tuned.

Cons

Unable to use more than ~10 previous
steps in time because of vanishirand
exploding gradient problems.

LongShort Term Memory Network

Does not risk anishing gradient. Can use
any number of indpendent variables and
any number of previous time steps.

Needs a lot of training data. There is no
deterministic developmental process,
mustbe developed individually for each
dataset. There is loss of data beten
each module.

TemporalConvolutional Network

Number of weights increase linearly while
receptive field increase exponentially.

Has only been studies for sequential
problems never for time serieSakes
more time to train than RNN and LSTM.

ARIMA

Standardized developmental press.
Good insight into how the algorithm
works.No need for hyperparameter
tuning.

Relatively simple model. Data must be
stationary.

Hidden Markov Model

Good at modelling stochastic behavior.

Cannotuse independent variables.
Difficult to develop due taveaklibrary
supportin R and Pythan

3.2 Aim

The aim of this study is tee if there is a significant difference betwebe novel algorithms
temporalconvolutionalnetwork andhigherorder Markovmodelas compared téhe more cassic
recurrentneural network, long-short term memorynetwork and ARIMAfor forecastingon a
continuous time series dataset. This will be investigated by collecting datafrorBwedish theme
parksand use thigo predict future number of visitorsvhichconstitutes a regular business use
(forecasting product demand/resources)

3.3 Motivation

Time series prediction is an important technique for both scientific research and optimizing business
processes. With manyifterent algorithms to choose from, it careldifficult and time consuming to

find the best solutionThe motivation for this study is to present a clear performance evaluation for
state-of-the-art algorithms for time series forecasting and deliver a dethdescription of data
exploration and modedevelopment as to allow reproducibility. Furthermore, if the result is a model
able to reliably predict the future number of visitors, it is possible to optimize both staffing and
deliveries of food and drink§.hereby increasing employee satisfactaswell asefficiency while at

the same time limiting th® 2 Y LJI ghkirSninéntal impact.

3.4 ResearchQuestions

This study aims to answer whether there is a significant difference between the newly publicized
algorithmstemporalconvolutionalnetwork (Koltunet al. 2018) and Aigherorder Markovmodel Ky
& Tuyen 2018) as compared to the classical alternatives (RSN and ARIMA).
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1. Which one out of the fivendependently developed (using optimal variables and parameters)
algorithms have the best performanes measured by RMSE?

2. Which of the algorithms have the best performaraemeasured by RMSHen using no
independent variables?

3.5 Delimitations

Based on a prstudy of the literature, five of the most promising algorithms were selectziolé 1).
ETSand EMVA models will not be investigatedhe data that will be used will be based on number
of visitors per day beveen 20162018 in Skara Sommarland AB &@41-2018 inAB Furuviksparken.
TheSkara Sommarland Al also provide the number of booked days focamping. This data will
be fused with Lantmet and SMHI for weather data and Google Trends for keywort seapeency.
Other data sources will not be considered.

3.6 Hypothesis

The hypothesis is that the independent variables in the complete datasktexplain a significant
amount of the variance in number of visitorshus, all algorithmapart from HMMsare presumed

to either reach or be close to <20% MAREO, the literature suggests that LSTMs are superior to
RNNgsegardingthe number of preious ime steps that can be taken into consideration.
Furthermore SiamNamin & SiamNamin (2018) showed that LSTMs can predict time series much
more accurately than ARIMA in some settings. The conclusion is thereby that LS EWkedyeop
performer.

The gerformance ofTfCNon this datasets highly uncertain. Bai, Kolter & Koltun (2018) showed that
TCNganoverperform LSTMs significantly on sequential problems but they are still untested on
continuous time series datélthough theoretically, with theirlaility to cover much more tunable
parameters than LSTMs in their outpuitey should have the best ahjlito forecast visitors and get

a larger advantage as there are more independent variables and previous time steps considered.

HMMs (chapter A1) areassumed to have the best performance when compared to other
algorithms with no independent variablesagsbut the worst performancehen all algorithms are
compared with optimal variable inputs and hyperparameter configurations.

3.7 Objectives

This study enampassedour objectives that must be completed in order to answer the research
guestions and reach thdra.

1. Acquire data describing number of visitors and sold tisk@the Skara Sommarlanchmping
through representatives of the two compani€®mplementthis with weather data from
Lantmetand SMHI as well and Google Trends.

2. Handleproblems with data cleaning and remove outliers. Thoroughly investigate collected

variables to understand their importance as future input variables and if it is possible to
construct derived variables.
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3. Use tle prepared datasets to develop LSTM, RNN, TCN and ARIMA using Python and HMM
using R. Thanitial architectures will be based on Bai, Kolter & Koltun (2018) for, B2ixh
Namin & SiamNamin (2018) for LSTM aky &Tuyen (2018) for HMM. Arima will be
deweloped according to the Belenkins methodologfchapter 2.6.7 & 2.6.8nd RNN will
have the same number of nodes and layers as the LSTM network. The neural networks
models will go through hyperparameter tuning usseguential grid search.

4. Evaluate algathmic performance both optimally trained with independent variables and
without independent variableaising hypothesis testing on acquired RMSE values.
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In this section, the reasamg behind the choice ddcientific methods and their implementation are
described. Furthermore, possible alternatives are explored.

4.1 Exploratory Data Analysis

John W. Tukey wrote about the need for this method in his book Exploratory Data Analysis from
1977. In the book he suggesthat confirmatory statistics with the advent of hypothesis testing had
become too important and that the preliminary descriptive statistics had been neglected. By
exploring data and finding patterns and limitations, it is possiblget a broader and nte deep
understanding about a certain sample. The author writes that before hypothesis testing became
dominating, descriptive statistics was the only analysis researchers did. Later, it became common to
only carry out a minimal amumt of exploration in ordr to ensure that the correct hypothesis test

was selected.

When developing machine learningnd statistical models it is paramount to create the best possible
dataset in order to achieve good results. By using Exploratory Daligs4s) it wilpbrovide a process

for creating a detailed data understanding and document the developmental process, allowing
subsequent researchers to replicate and improve upon this work. The use of this method will also be
informed by the CroskdustryStandard for D& Mining (CRISBM) (Shearer 2000). This is a

process model that has become an industry standard for carrying out data mining projects while
maximizing the chances of a highality result.

The employment of this method is aimed at maximigthe controlin preparing the data and
allowing future researchers to understand how the algorithmic performance was generated, from
start to end.

4.2 Experiment

The experimental method is characterized by setting up experiments aimed at disproving a certai
hypothesis, rgularly with the support of statistical hypothesis testii@erndtsson, Hansson, Olsson
& Lundell 200®. 65). This is a good way to answer two of the three formulated research questions
in this study (question 2 & 3).

There are three bas principles oexperimental desigiToutenburg, Shalabh, Fienberg & Olkin 2009,
pp. 45). The firstiC A & OK SN A t N yAD éxpdiirBentntist be Sondf ok s2Veralugity'in
order to determine the sampling error. In this study, a unit wilbipe day with asociated variables
throughout the years 2012018

The second principle is that Bandomization This means that units must be assigned randomly to
treatment and control groups. Also, the conditions under which treatment is delivereddhbelas
similaras possible. In the present casiene series models will be developed on the same training

and test data and used to predioh the same validation data. The process of developing these
models will serve as treatment and this will notestt the units wthin the groups. Because of this it is
not necessary to randomize observations into different groups. However, care will be taken to make
the model development as comparable as possible. To do this, théddkins methodology will be
usedto develop ARIM, network architectures from previous studies will be used together with
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evolutionary search to develop neural network models and the HMM will be the same as that
published byKy &Tuyen (2018)Furthermore, the cleaning, outlier removat@creation of derived
variables will be carefully examined using the method describetiapter4.2.

The last and third principle is that Gontrol of VarianceThe variance can be controlled by dividing a
setof data into smaller blocks that have siamicharacteristics such as age and sex. An advantage of
the experiment in this study is that the treatment does not affect the units of study, hence there can
be a complete control of variance.

4.2.1 EvaluationMetrics

Two metrics will be used to answer theo research questions. RoMeanSuaredBror (RMSE)

will be used to assess the difference between the chosen algorithms with respect to independent
variables and without independent variablescause it gives laeg weight to outliers than mean
average erro (MAE) which is more affected by many small errors, as suggested by Chai T2d.4).
makes it more sensitive to few large errors and a comparatively low RMSE thus indicate predictive
stability more than MAE woldl.

RMSE will be calculated on validatiortadrom 2018 by weekly intervals where every week will
represent one sample thus generating 12 samples per algorithm in total.

(22)RMSE=-B @& |

Where n is the number of samplesjs/the actual vale and yhat is the predicted value.

The second metric Mean Average Precision Error (MAPE) shows average percentgliaasret

al. 2016) For a model to be a usefuddl in practice, the organizations have communicated that

MAPE should be20%. It is easy to understand and interpret and is thus a reasonable tool to answer
the feasibility of a possible implementation of one of the algorithms.

(23)MAPE =B s—'s

4.3 Implementation of ResearchMethods

In the initial phase of this studyiscussions with th€EOs of Skara Sommarland AB and

Furwiksparken AB will bbad in order to understand their view of relevant explanatory variables

and to acqire historic datasets. This data will be fused with setwedther variables using SMHI and

Lantmet. Lastly, Google Trends will be used to create two sets containing search frequency on the
1S@62NRa a{1FN}Y {2YYFINIIYRé YR &CdzNHz@A ] &L} NJ Sy ¢

The second stge will employ the exploratory data analysiethod tailored for this study by using a
workflow informed by the data preparation stage in CRI®® Here, data will be analyzed, the

quality of the raw data will be examined, and relevant variables will ksl Going further, the
selected data will be cleaned lmging techniques for outlier removal and imputing missing values.
With these preliminary datasets it will be inspected to see if it is possible to derive new variables that
have relevant explanaty power. Finally, the different datasets (Skara Sommartemnaiviksparken,
Google Trends, SMHI, Lantmet) will be fused into one concluding material for each of the two
organizationsgppendix ).
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With the completion of the data collection and preparatitime experimental phase begins. The
selected algorithms wibe developed using programming languages R and Python. Using data
between 20162017 these will be trained and tested. In addition, selection of hyperparameters will
be done using evolutionary sezn as to minimize the risk of performance differences lisesof
uncontrolled choices of model configuratiom¥ata from the year 2018 will be saved so it can be
completely unused for obtaining model predictions and through this, the two metrics RMEE
MAPEcomplemented by mean average error (MAE)

TheMAPE results will be used to answer whether one or several out of the models could be used to
automate visitor forecasting in the respective organizations. RMSE on the other hand will be used to
do hypottesis testing to see if there is a statistical sigaifice in the predictive power between the
selected algorithms, both with and without independent variables as two different experiments.

To confirm whether there is a significant difference between thestigated algorithmsaKruskal
Walllis Htest will be used to answeif there is a difference in the daily prediction errors.

4.4 Alternative Methods

An alternative method for collecting relevant explanatory data for this task could be to use
interviews withcompany representativeBerndtssoret al.2008pp. 60-62). This method has the
advantage of generating an-ttepth understanding of respondentgew of the problem. It is likely

that people that have worked for years in an organization could have expueri® contribute to the
development of the time sées models. However, the focus of this study is to compare the
performance of the algorithms by developing them in a controlled manner and limiting uncontrolled
influences that could raise questions asatbether the predictive power depends on things like
hyperparameter tuning or other configurations. The delimitations raised in chapter 3.6 should be
enough for this.

Another method that has some interesting features is the case Bdgndtssoret al. 2008 pp. 62-

63). This method is characterized by coatilug a deep investigation into one or a few objects of
study. The focus of this study could be to investigate the algorithmic performance in the specific
organizations from where the data is collectecvdrtheless, regardless of whether the final dataset
display trends, cycles or noigghe final evaluation will still provide a generalizable answer to their
ability to accurately predict time series data in that setting.

Lastly, implementation as a cloei of method was considered. This method is aboydi@menting a
solution and study how well it works in a certain setting. This is a reasonable choice for this study
where one or more of the algorithms could have been developed, put into production and th

impact on the organizations could have been aredyAnotherinterestingresearch questiocgould

have beerto investigate how to best implement a decision support system, which could pose a topic
for a future study based on this work.
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In this section the dta collection procedures are described along with an exploratory analysis

(section 4.1). Athe samevariables were collected for both theme parks only one figure per park per
variable is shown unless the data explored displayeslevant difference betwen the two parks.

5.1 Data Collection

5.1.1 Organizational Data

Organizational data were provided by Skara Sommarland in the form of number of visitors per day
between the years 2032018 and the monthay to August when the park had been ep. They

also had thedrgest camping in Sweden were number of tickets sold had been recdrdstly, they

also recorded whether there was an event during a specific day or not. Throughudialiil

company representatives, it became clear that an ewentld mean a performingrtist or a
collaboration with another organization in some way.

Representatives of the Furuvik theme park were not able to provide organizational data other than
number of visitors per dafpr the years 20122018.

5.1.2 Weather Data

Weather data was collecteftom two databases, Lantmet and SMHI. The choice of provider
depended on the proximity of the measurement stations to the respective organizatimhghe
types of measurements that were done at the different stations

For Skara Somarland AB, Gotala welagr station was usetb collect solar irradiancénv/m?), miry,
max and average daily temperaturédegrees Celsiushin, max and average relative humidity
(%) average rainfallmm), degree days and wind speéu/s). The choice bthis station was suitable
because it was only about 6 km away from the park. This station was provided by the Lantmet
database.

A 2 4 A X
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was the closesmneasuremenstation that recorded air pressure (kPa), cloud base (km) and cloud
cover (%)hese datasets hashe measuremenper hour. Since the dependent variable is observed
as one value per day these cloud values were summarized. This was done fyhalanerag

between 09:00 and 17:00 and using that as the value for eachGlayd Base was summarized by
averaging an entire day because of fewer and more irregular observations.

The closest measurement station for Furuvik was the Géghlgher station 14.2 km aay from the
park. Solar Irradiance was not measured by any stations within reasonable distance from the park.
For air pressure, Orskar was the closest station 105.9 km way.
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Table2. Summary of weather viables collected.

Variable

Solar Irradiance

Min-, Max-, Average
Temperature

Min-, Max- and Average
Humidity

Average Rainfall

Wind Speed

Air Pressure

Cloud Base

Cloud Cover

Unit

Watt/m?2

Degrees Celsius

Percentages

Millimeters

Meters/Second

Kilopascal

Kilometers

Percentags

Comment

Provider: Station

Describes the amount of Sommarland
solar energy that reaches Lantmet: Gotala

the ground.

The lowest, highest, and
average recorded
temperature of a day.

The lowest, highest, and
average recorded relative
humidity. With 100% the
air is saturated with watet

vapor.

Rain in millimeters
collected throughout a

day.

Daily average.

Dailyair pressure

recorded once per hour.

The distance between the
ground and the lowest
cloud layer. Recorded

once per hour.

The percentage of the
visible sky covered with
clouds. Measured by

Furuvik
N/A

Sommarland
Lantmet: Gotala

Furuvik
SMHI: Gavle

Sommarland
Lantmet: Gotala

Furuvik
SMHI: Gavle

Sommarland
Lantmet: Gotala

Furuvik
SMHI: Gavle

Sommarland
Lantmet: Gotala

Furuvik
SMHI: Gavle

Sommarland
SMHI: Hallum

Furuvik
SMHI: Orskér

Sommarland
SMHI: Hallum

Furuvik
SMHI: Gavle

Sommarland
SMHI: Hallum

Furuvik

laser. Recorded once per gyiHi: Gavie

hour.
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5.1.3 Google Trends

Google (Alphabetnc) provides a functionality where it is possible to view number of keyword

searches per date unit. This comes in the form of a relative index which mean values can range from
1-100based on theselectedinterval. For Skara Sommarlandsth { S@ 62 NR G { 1 I NI {2YY!
used Data was collected individually for each year by selgdtie first day of the previous year

when the park was open and ending in the last day of the actual year. This was downloaded in the

form of a csv file and thimdex values for the actual year was stored. This procedure was repeated

once for every year lieeen 20162018.C2 NJ CdzNHz@A |1 GKS (1 S@ 62 NR & CdzNHzDOA
collected in the same manner.

5.1.4 Temporal Data

Temporal data was extracted from the datesyided by the companies where there were recorded
observations with visitors in the parks. Byngsthe date, weekday, week number and month was
extracted and stored as individual variables.

5.2 Data Exploration

A major technique for exploring correlations alirtear relationships was using regression analysis
between the dependent variable and all pretirs.

5.2.1 Organizational Variables

The linear relationship between sold camping tickets and visitors display a strong correlation with an
R of 65% and svalue 0f5.6*10°C. The encircled column of observations in figur@) (&here sold

tickets were aroundero although number of visitors were > 2000 and <@U0thiswvas investigated
further, and it was revealed that these values were days on theoashing day bthe season when

the camping had been emptied.

Adj R2 = 0.65203 Slope =9.7892 P = 5.6133e-150

_ Suspect values.
0-

# Visitors

3000~

0 200 400 500 800
# Camping Tickets

Figue 10. Number of amping tickets sold and number of visitors.

5.2.2 Weather Variables

Solar irradiance captures how much solar energy that hits the ground andtbewidetically be an
interesting predictor. Figurell) show a significant correlation between dependent and indejsem
variables although with a smaller amount of variance explained (9T3%g) variable was only
available in proximity to the Skara Somiaad park.
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Adj R2 = 0.093405 Slope = 191.64 P = 1.1827e-15

9000-

6000 -

#Visitors

3000-

10 15 20
Solar Irradiance (W/m2)

Figurell. Number of visitors and solar irradiance.

There are three variables relating dailytemperature. The highestand lowest daily temperatures

as well as the average daily temperat(figure 2). The strongest relationship betweenmiber of
visitors and temperature is found in the highest daily temperature with an R2 of 38.6% avalw@ep

of 1.88*107°. Speculatively, this could be because the highest daily temperature is during day time
when the park is open. The weakest relatiomsisi with the lowest daily temperature, and this value
is most likely recorded during night time when the parkased, and thus, it affects the number of
visitors much less. The average temperature reflects both aag night time and hence it falls

between the two.

Adj R2= 0.057 Slope =182.8 P=22e-10 AdjR2= 0.25 Slope =287.1 P=57e-65
. Pt & 10000 - te e ;,';;wc ~
» 10000 - PV SO e * @
S 4N SR S
e = 5000- R
> = % " G
# # 5 % Y.
0-
CI 3 1 1 1 1 1 _:UUU' 1 1 1 1
0 5 10 15 20 0 10 20 30
Lowest Daily Temperature Highest Daily Temperature
Adj R2= 0.22 Slope =510.1 P=1.5e-60 AdjR2= 0.17 Slope =4.641 P =6.8e-29
0‘ E * i
10000 - bt A 2
» "?,-3’ (3 » 10000- S
'6 1 '6 e 4t s\' .
= 5000- =
> . % >
= # 5000-
0-
‘5000 L 1 1 1 1 | I U- 1 1 1 1
0 5 10 15 20 25 250 500 750 1000 125
Average Daily Temperature Degree Days

Figurel2. Number of visitors and temperature variables.

Degree days is a value that always ilmsethroughout a year. It is a way to accumulate the occurred
degrees through time (figure2). This value reflects trends more theggular temperature

measurements. If an observation has high degree days, it means that it has been warm for a long
period. This value starts and the beginning of the year, making it an interesting target for a derived

variable that starts at the beginnirgf the season.
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Air pressure is generally associated with good weather and this variable could explain 7% in the
variance & number of visitors with a significant linear relationship (figLige.

AdjR2 = 0.07 Slope =108.3 P =1.6e-12

10000 -

# Visitors

5000 -

1010
Air Pressure

Figue 13. Air pressure and number of visitors.

Month
® August
& July
" June
+ May

The distage between the ground and the lowest layer of clohdsl a significant linear relationship
although weak explanatory poteiai (R = 45%)(figure 14). The amount of the sky covered by
clouds, average values betweefl® had a negative linear relationship with number of visitors. For
every percentage of the sky covered with clouds, there tended to be 31.38 less visitorgparkhe

AdjR2= 0.12 Slope=-31.238 P=57e-21

#Visitors

5000 -

0 30 60 a0
Total Cloud (%)

# Visitors

Adj R2= 0.045 Slope =0.4652 P =1.2e08

10000~ <
L

6000

0 2000 4000
Cloud Base (km)

Figurel4. The twocloud variables: total cloud (amount of sky covered with clouds) and cloud base (the distance from the

ground to the lowest layer of cloud).

As with temperature, there are three variables relating to humidity. There is a sipaiteern here.
The highestaily humidity (figurel5) does not have a statistically significant relationship (p = 0.45).
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The strongest relationship is between number of visitors and the lowest daily humidity (ti§ure
and this is most likely because thalue is recorded duringay time. The average humidity is
significant and explains 7.8% of the variance is number of visitors.

Adj R2 = -0.0015 Slope =2.585 P=0.93 AdjR2= 0.11 Slope=-81.11 P=23e-19
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o ’o +

» 10000- ,* D R
S % b .
@ )
= s
# 5000-
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Average Humidity (%)
Figurel5. Number of visitors and air humidity.

Average daily rainfall (figureblis surprisingly weak as an explanatoryiatsle although significant
(R2 = 3.3% and p = 0.001). The reason for this could be that it is not a linear relationship. Less people
do not come the more it rains, instead, it might work better a binary or categorical variable.

Figurel6. Number of visors in relation tarainfall and wind speed.

Wind speed display a similar behavior like rainfall. It explains a small amount of variance in the
dependent variable @= 3.6%) with a significant linear relationship (p = 7.3j18y visually
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