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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract

Industrial robot manufacturers have in recent years developed collaborative robots and these gains more and more interest within the 
manufacturing industry. Collaborative robots ensure that humans and robots can work together without the robot being dangerous for the human. 
However, collaborative robots themselves are not enough to achieve collaboration between a human and a robot; collaboration is only possible 
if a proper communication between the human and the robot can be achieved. The aim of this paper is to identify and categorize technologies 
that can be used to enable such communication between a human and an industrial robot.

© 2018 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the scientific committee of the 51st CIRP Conference on Manufacturing Systems.
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Nomenclature

AR Augmented Reality
ASR Automatic Speech Recognition
HRC Human-Robot Collaboration
HRI Human-Robot Interaction
TTS Text-To-Speech

1. Introduction

Interaction with industrial robots have historically been 
limited to simple control panels with displays. The robots were 
either controlled by human guidance or operated almost 
independently from the user. Human-Robot Collaboration 
(HRC) tries to close the gap between robots and humans by 
introducing a shared workspace that enables a human and a
robot to execute a specific task together [1, 2]. This 
combination utilizes the strengths of both the human and the 
robot, where the human has flexibility, adaptability and 
intelligence, while the robot has physical strength, repeatability 
and accuracy [3]. There are currently several industrial robot 

manufacturers that offer collaborative robots, e.g., [4-6], which 
have greatly advanced the research in HRC the last couple of 
years. However, to fully utilize the potential of HRC there are 
several issues that remains to be considered. One such issue is 
to achieve a proper communication between the robot and the 
human, which is a necessity to truly realize HRC. Today, robot 
manufacturers use the term “collaborative” mainly in the sense 
of force limitation required by the safety standard, which allows 
humans to work in the same area as the robot. Force limitation
does, however, not enable collaboration but there must also be 
a way of communicating between the robot and the human. The 
collaborative robots generally support programming-by-
guidance, which is without doubt an important feature for HRC,
but not enough for enabling full two-way communication.

The research area of HRC belongs to the field of human-
robot interaction (HRI), which covers all types of interaction 
between a human and a robot. HRI can be divided into two 
general categories: remote and proximate interaction [7]. In 
remote interactions the human and the robot are spatially 
separated from each other, while in proximate interaction the 
human and the robot are co-located sharing the same area. Since 
industrial HRC is focused on the collaboration between a 
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human and a robot in the same working cell, only proximate 
interaction is of interest for this paper. Specifically, the paper 
focuses on communication technologies for enabling proximate 
interaction and how to successfully select the proper 
technologies for a specific scenario. For aiding the selection, 
the paper suggests a number of metrics to be used for 
identifying the best technologies. The paper targets
technologies used for communication between a human and a
robot, and excludes technologies for safety, social interaction, 
and trust factors.

A considerable number of papers presents HRI applications 
combining different communication technologies [8-10] and 
several papers also summarizes various communication 
technologies used in HRI. However, these papers either focuses
on technologies that have been tested together [1, 7, 8], or how 
metrics can be used when evaluating a combination of 
technologies [11, 12]. These papers uses metrics based on
characteristics such as:

• Reliability, that is, how well the technology functions in 
nominal condition

• Robustness, that is, how the technology functions in 
adverse conditions

• Cognitive load, that is, amount of mental effort when 
using the technology

• Delay, that is, processing time that is necessary before the 
action is interpreted

These characteristics consider performance of specific 
technologies, however, they do not consider how technologies
matches different tasks in HRC applications. Therefore, this 
paper aims to improve and extend the current use of metrics by 
considering also the type of task to be carried out. As far as the 
authors are aware, there are no previous metrics or 
classification scheme that aid the selection of communication 
technologies for specific tasks within HRC applications, which 
make this paper unique. With proper selection metrics, the idea 
is to enable end-users to efficiently identify the most optimal
technologies for a specific scenario.

The next chapter continues by listing state-of-the-art 
communication technologies that have been tested in HRI and 
HRC applications. Chapter 3 then proposes a metric set needed 
to reliably select communication technologies for HRC 
applications and categorizes the technologies found in chapter 
2. Chapter 4 finally concludes the paper and discusses future 
work.

2. HRI communication technologies

HRI is not only limited to communication from human to 
robot, but an essential part of interaction is the feedback loop 
to the human, to facilitate the human’s understanding of the 
decisions made by the robot [13]. In addition, the human may 
need information from the system to know what he or she needs 
to do. Therefore, communication technologies can be separated 
into human-to-robot and robot-to-human communication.

The papers [9, 14-16] discusses how multimodality 
improves flexibility and robustness of HRI. The flexibility is
improved using complementary communication technologies 

where different modalities recognizes different type of 
messages. The robustness is improved by using redundant 
communication technologies where different modalities
improve the recognition of the same message. This work 
categorizes technologies and does not consider the robustness,
therefore, the separate technologies are considered. There 
could, however, be a situation where the combination of 
technologies generates a unique message, not possible by the 
individual technologies. In that case those technologies are 
considered as one entity. As an example the soft-buttons 
mentioned in [9], is such an entity.

In the next two subchapters, the human-to-robot and robot-
to-human communication technologies are described in further 
detail.

2.1. Robot-to-human communication technologies

Augmented reality (AR) is a technology that overlay digital 
information onto the real world and demonstrates promising 
results in HRI [8, 10, 17]. The technology provides several 
advantages such as displaying information where it is needed, 
highlighting different objects, showing how a motion can be 
executed, etc. To enable the technology some sort of hardware 
device is used, these devices can be categorized into: spatial, 
hand-held and head-mounted devices [18]. Different types of 
optics can be used to visualize information on the devices:
video, optical and retinal affects the view of the user, while
hologram and projection affects the visualization of the real 
world. AR technologies using spatial devices can be separated 
into spatial monitor (affects the view of the user) and spatial 
projection (affects the visualization of the real world), because 
these two categorization affects the type of task that they can 
be used for. AR using hand-held and head-mounted devices
only uses optics affecting the view of the user and does not 
require additional categorization.

Text-To-Speech (TTS) technologies provides an artificial 
way of providing understandable audible output for the human 
[19]. This technology is used today in smartphones, cars, 
laptops, etc. TTS has also been suggested for HRI [8], to allow 
the robot to express itself using speech. Devices for TTS can 
be categorized into head-mounted or freestanding. The audio 
signal can be delivered in a non-spatial and spatial way. Spatial 
sound allows the user to locate it in a three dimensional space, 
which has been useful when searching and navigating through 
AR environments [20]. Both head-mounted and freestanding 
technologies can be used for spatial and non-spatial sound and 
do not need additional classification.

Pick-by-light and pick-by-voice are communication 
technologies common in modern warehouses [21]. Pick-by-
light uses small lamps installed on each storage compartment. 
This aids by lighting up the compartment that the human should 
pick from. However, this system is not flexible because lamps 
or displays needs to be installed on every compartment.
Therefore, a pick-by-vision system is suggested to overcome 
these problems, using AR glasses to highlight the different 
compartments. Pick-by-voice supports the worker using TTS 
instructions. The reliability of this technology degrades in 
noisy environment, and it is questionable whether the human 
would appreciate being told what to do with a monotone voice. 
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However, one objective with TTS synthesis is to make the 
speech indistinguishable from that produced by human [19], in
which case the monotone voice will not be a problem.

2.2. Human-to-robot communication technologies

Haptic controls such as controls using force-torque sensors, 
joint-torque sensors, impedance or admittance, have the ability 
to physically control a robot by guiding it with the hand [3, 22, 
23]. In comparison to traditional methods such as joystick or 
buttons, the efficiency can be increased by a multitude, and 
require less training to work with. There are two main 
approaches of controlling a robot, in Cartesian space and in 
joint space. Controlling a robot in Cartesian space may produce 
singularities if a redundant robot arm is used. However, 
controlling a robot in joint space will not produce such errors.
Force-torque sensors mounted on end effector can be used to 
control a robot in Cartesian space but not in joint space, making 
them less flexible. Torque sensors, or compliance can be 
incorporated into each joint enabling control both in joint and 
Cartesian space, making them more flexible. Haptic control is 
therefore divided into two categories, end effector based and 
joint based.

A virtual impedance control has been tested in [24] for 
collision avoidance to ensure the safety of the operator. This 
was implemented with Kinect sensor using the detected 
skeleton to change the robot path to avoid collision. Although 
virtual impedance is used in this case for collision avoidance, 
other instances of impedance has been used to control the robot 
accurately such as [23]. This suggests that virtual impedance 
could be used for guiding the robot, but this has not been tested 
so far.

Automatic speech recognition (ASR) is the process of 
converting an audio signal into recognizable sentences for the 
system. ASR has been used in several instances in HRI to tell 
the robot what to do [8, 9, 14, 16, 25]. It shows good promise 
in HRC, because the human can interact in a way that is natural 
in human-to-human communication. This technology provides
a way to communicate without removing hand or focus from 
current activity. Devices used for ASR can be divided into two 
categories, head-mounted and distant. Distant devices can use 
technologies such as omni- and unidirectional microphones, 
microphone arrays, etc. Microphone arrays can provide 
additional information such as direction of the speech, to filter 
out other voices. However, such filtering information is mainly 
used to improve robustness, which is not the focus of this paper. 
Therefore, ASR is divided into distant and head-mounted 
devices.

Gesture recognition provides an interface allowing the 
human to use gestures to interact with a system [26]. Such 
interaction includes pointing at an object to highlight it, giving 
thumbs up to indicate good quality, grasping the hand to 
demonstrate a gripping command, nodding the head to indicate 
affirmative decision, etc. Gesture recognition has been used in 
HRI using, vision based technologies [10, 14, 16, 25, 27], and
glove based technologies [28, 29]. Several of the vision-based
gesture recognition papers uses the inexpensive Microsoft 
Kinect as vision system. Vision based technologies may have 

better flexibility in comparison to glove based systems, but 
they face difficulties in covering gestures from all directions.

A multimodal HRI system has been tested in [9] that 
consists of a robot, a projector, and three input modalities. The 
input modalities are gaze recognition, ASR, and so called soft-
buttons. Human gaze is realized with eye-tracking glasses, the 
ASR uses a head-mounted microphone, and the soft buttons are 
a combination of tracking the hand using vision sensors, i.e., 
hand gestures, with a projector that displays buttons onto a
workbench. The projector can also be used for displaying other 
information, such as assembly instructions at the gaze of the 
human using eye-tracking technology. The authors also 
mention another application where the gaze can be used to 
detect which button the human wants to activate.

Gesture and ASR have been combined in [25] to control an 
artificial robot with nine navigational commands, such as 
forward, back, stop, northeast, etc. The paper demonstrates that 
these technologies can be used for proximate interactions, 
making them possible in a HRC setting. In this case a Kinect 
camera is used for both gesture recognition and distant ASR.
Using this setup the robustness is greatly improved when 
combining the two modalities.

Screens have been used to display facial expressions 
(emotions) [30], to improve the feedback loop to the human. 
The emotional states of the face can help the operator prioritize 
which task to execute, guiding the attention of the human. This 
technology improves the interaction between the human and 
the robot. However, by itself the technology cannot be utilized
and is therefore excluded from the paper.

3. HRC task-based metrics

A new, more sophisticated set of metrics is suggested in this 
paper for selecting communication technologies in different 
HRC applications. This metric set is based on how a technology 
conforms to specific HRC tasks based on the following 
categories:

• Extent of usage, that is, how many HRC tasks that the 
technology can be used for

• Flexibility, that is, how the technology can be extended 
with more features

• Duration, that is, from the time an action starts until it 
ends

• Additional classification, that is, classification of the 
technology based on how it affects HRC applications

In subchapter 3.1-3.4 these categories are described further. 
In subchapter 3.5, different communication technologies are 
summarized based on the four categories.

3.1. Extent of usage

Extent of usage is defined by how many basic tasks that a 
technology can communicate, the more tasks the higher extent 
of usage that technology has. Depending on the task, one or
several communication messages are needed for the human and 
robot to collaborate. These messages are categorized into 
several types based on the information they contain. The 
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human and a robot in the same working cell, only proximate 
interaction is of interest for this paper. Specifically, the paper 
focuses on communication technologies for enabling proximate 
interaction and how to successfully select the proper 
technologies for a specific scenario. For aiding the selection, 
the paper suggests a number of metrics to be used for 
identifying the best technologies. The paper targets
technologies used for communication between a human and a
robot, and excludes technologies for safety, social interaction, 
and trust factors.

A considerable number of papers presents HRI applications 
combining different communication technologies [8-10] and 
several papers also summarizes various communication 
technologies used in HRI. However, these papers either focuses
on technologies that have been tested together [1, 7, 8], or how 
metrics can be used when evaluating a combination of 
technologies [11, 12]. These papers uses metrics based on
characteristics such as:

• Reliability, that is, how well the technology functions in 
nominal condition

• Robustness, that is, how the technology functions in 
adverse conditions

• Cognitive load, that is, amount of mental effort when 
using the technology

• Delay, that is, processing time that is necessary before the 
action is interpreted

These characteristics consider performance of specific 
technologies, however, they do not consider how technologies
matches different tasks in HRC applications. Therefore, this 
paper aims to improve and extend the current use of metrics by 
considering also the type of task to be carried out. As far as the 
authors are aware, there are no previous metrics or 
classification scheme that aid the selection of communication 
technologies for specific tasks within HRC applications, which 
make this paper unique. With proper selection metrics, the idea 
is to enable end-users to efficiently identify the most optimal
technologies for a specific scenario.

The next chapter continues by listing state-of-the-art 
communication technologies that have been tested in HRI and 
HRC applications. Chapter 3 then proposes a metric set needed 
to reliably select communication technologies for HRC 
applications and categorizes the technologies found in chapter 
2. Chapter 4 finally concludes the paper and discusses future 
work.

2. HRI communication technologies

HRI is not only limited to communication from human to 
robot, but an essential part of interaction is the feedback loop 
to the human, to facilitate the human’s understanding of the 
decisions made by the robot [13]. In addition, the human may 
need information from the system to know what he or she needs 
to do. Therefore, communication technologies can be separated 
into human-to-robot and robot-to-human communication.

The papers [9, 14-16] discusses how multimodality 
improves flexibility and robustness of HRI. The flexibility is
improved using complementary communication technologies 

where different modalities recognizes different type of 
messages. The robustness is improved by using redundant 
communication technologies where different modalities
improve the recognition of the same message. This work 
categorizes technologies and does not consider the robustness,
therefore, the separate technologies are considered. There 
could, however, be a situation where the combination of 
technologies generates a unique message, not possible by the 
individual technologies. In that case those technologies are 
considered as one entity. As an example the soft-buttons 
mentioned in [9], is such an entity.

In the next two subchapters, the human-to-robot and robot-
to-human communication technologies are described in further 
detail.

2.1. Robot-to-human communication technologies

Augmented reality (AR) is a technology that overlay digital 
information onto the real world and demonstrates promising 
results in HRI [8, 10, 17]. The technology provides several 
advantages such as displaying information where it is needed, 
highlighting different objects, showing how a motion can be 
executed, etc. To enable the technology some sort of hardware 
device is used, these devices can be categorized into: spatial, 
hand-held and head-mounted devices [18]. Different types of 
optics can be used to visualize information on the devices:
video, optical and retinal affects the view of the user, while
hologram and projection affects the visualization of the real 
world. AR technologies using spatial devices can be separated 
into spatial monitor (affects the view of the user) and spatial 
projection (affects the visualization of the real world), because 
these two categorization affects the type of task that they can 
be used for. AR using hand-held and head-mounted devices
only uses optics affecting the view of the user and does not 
require additional categorization.

Text-To-Speech (TTS) technologies provides an artificial 
way of providing understandable audible output for the human 
[19]. This technology is used today in smartphones, cars, 
laptops, etc. TTS has also been suggested for HRI [8], to allow 
the robot to express itself using speech. Devices for TTS can 
be categorized into head-mounted or freestanding. The audio 
signal can be delivered in a non-spatial and spatial way. Spatial 
sound allows the user to locate it in a three dimensional space, 
which has been useful when searching and navigating through 
AR environments [20]. Both head-mounted and freestanding 
technologies can be used for spatial and non-spatial sound and 
do not need additional classification.

Pick-by-light and pick-by-voice are communication 
technologies common in modern warehouses [21]. Pick-by-
light uses small lamps installed on each storage compartment. 
This aids by lighting up the compartment that the human should 
pick from. However, this system is not flexible because lamps 
or displays needs to be installed on every compartment.
Therefore, a pick-by-vision system is suggested to overcome 
these problems, using AR glasses to highlight the different 
compartments. Pick-by-voice supports the worker using TTS 
instructions. The reliability of this technology degrades in 
noisy environment, and it is questionable whether the human 
would appreciate being told what to do with a monotone voice. 
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However, one objective with TTS synthesis is to make the 
speech indistinguishable from that produced by human [19], in
which case the monotone voice will not be a problem.

2.2. Human-to-robot communication technologies

Haptic controls such as controls using force-torque sensors, 
joint-torque sensors, impedance or admittance, have the ability 
to physically control a robot by guiding it with the hand [3, 22, 
23]. In comparison to traditional methods such as joystick or 
buttons, the efficiency can be increased by a multitude, and 
require less training to work with. There are two main 
approaches of controlling a robot, in Cartesian space and in 
joint space. Controlling a robot in Cartesian space may produce 
singularities if a redundant robot arm is used. However, 
controlling a robot in joint space will not produce such errors.
Force-torque sensors mounted on end effector can be used to 
control a robot in Cartesian space but not in joint space, making 
them less flexible. Torque sensors, or compliance can be 
incorporated into each joint enabling control both in joint and 
Cartesian space, making them more flexible. Haptic control is 
therefore divided into two categories, end effector based and 
joint based.

A virtual impedance control has been tested in [24] for 
collision avoidance to ensure the safety of the operator. This 
was implemented with Kinect sensor using the detected 
skeleton to change the robot path to avoid collision. Although 
virtual impedance is used in this case for collision avoidance, 
other instances of impedance has been used to control the robot 
accurately such as [23]. This suggests that virtual impedance 
could be used for guiding the robot, but this has not been tested 
so far.

Automatic speech recognition (ASR) is the process of 
converting an audio signal into recognizable sentences for the 
system. ASR has been used in several instances in HRI to tell 
the robot what to do [8, 9, 14, 16, 25]. It shows good promise 
in HRC, because the human can interact in a way that is natural 
in human-to-human communication. This technology provides
a way to communicate without removing hand or focus from 
current activity. Devices used for ASR can be divided into two 
categories, head-mounted and distant. Distant devices can use 
technologies such as omni- and unidirectional microphones, 
microphone arrays, etc. Microphone arrays can provide 
additional information such as direction of the speech, to filter 
out other voices. However, such filtering information is mainly 
used to improve robustness, which is not the focus of this paper. 
Therefore, ASR is divided into distant and head-mounted 
devices.

Gesture recognition provides an interface allowing the 
human to use gestures to interact with a system [26]. Such 
interaction includes pointing at an object to highlight it, giving 
thumbs up to indicate good quality, grasping the hand to 
demonstrate a gripping command, nodding the head to indicate 
affirmative decision, etc. Gesture recognition has been used in 
HRI using, vision based technologies [10, 14, 16, 25, 27], and
glove based technologies [28, 29]. Several of the vision-based
gesture recognition papers uses the inexpensive Microsoft 
Kinect as vision system. Vision based technologies may have 

better flexibility in comparison to glove based systems, but 
they face difficulties in covering gestures from all directions.

A multimodal HRI system has been tested in [9] that 
consists of a robot, a projector, and three input modalities. The 
input modalities are gaze recognition, ASR, and so called soft-
buttons. Human gaze is realized with eye-tracking glasses, the 
ASR uses a head-mounted microphone, and the soft buttons are 
a combination of tracking the hand using vision sensors, i.e., 
hand gestures, with a projector that displays buttons onto a
workbench. The projector can also be used for displaying other 
information, such as assembly instructions at the gaze of the 
human using eye-tracking technology. The authors also 
mention another application where the gaze can be used to 
detect which button the human wants to activate.

Gesture and ASR have been combined in [25] to control an 
artificial robot with nine navigational commands, such as 
forward, back, stop, northeast, etc. The paper demonstrates that 
these technologies can be used for proximate interactions, 
making them possible in a HRC setting. In this case a Kinect 
camera is used for both gesture recognition and distant ASR.
Using this setup the robustness is greatly improved when 
combining the two modalities.

Screens have been used to display facial expressions 
(emotions) [30], to improve the feedback loop to the human. 
The emotional states of the face can help the operator prioritize 
which task to execute, guiding the attention of the human. This 
technology improves the interaction between the human and 
the robot. However, by itself the technology cannot be utilized
and is therefore excluded from the paper.

3. HRC task-based metrics

A new, more sophisticated set of metrics is suggested in this 
paper for selecting communication technologies in different 
HRC applications. This metric set is based on how a technology 
conforms to specific HRC tasks based on the following 
categories:

• Extent of usage, that is, how many HRC tasks that the 
technology can be used for

• Flexibility, that is, how the technology can be extended 
with more features

• Duration, that is, from the time an action starts until it 
ends

• Additional classification, that is, classification of the 
technology based on how it affects HRC applications

In subchapter 3.1-3.4 these categories are described further. 
In subchapter 3.5, different communication technologies are 
summarized based on the four categories.

3.1. Extent of usage

Extent of usage is defined by how many basic tasks that a 
technology can communicate, the more tasks the higher extent 
of usage that technology has. Depending on the task, one or
several communication messages are needed for the human and 
robot to collaborate. These messages are categorized into 
several types based on the information they contain. The 
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message types were derived from the usage of communication 
technologies in HRI, described in chapter 2, with the mindset 
to cover all possible HRC tasks. The message types are
categorized as follows:

1. Command messages communicates what the robot or 
human should do, e.g., next, reject and stop commands. 
These messages do not require any real-world
information or additional data.

2. Data messages communicates data to the human or 
robot, such as quantity, dimension, strings, etc.. The 
data could contain, quantity of products to produce, 
article number, instruction, etc. These messages contain 
data without real-world information.

3. Highlighting messages communicates where in the 
physical world the robot or human should execute its 
work. For example, to point out an object to work with, 
or to visualize from where a component should be 
collected. These messages require real-world positional 
information.

4. Demonstration messages communicates a continuous 
work flow of how to execute a specific task, e.g., 
showing the human or robot how an object needs to be 
assembled. These messages require real-world 
positional information with recording of motion.

5. Guidance messages communicates how the robot 
should move to execute its task by physically moving 
the robot, e.g., teach a motion, move to safe location, 
calibrate robot, flexible fixture. These messages require 
a continuous flow of robot and real-world 
positional/force information

6. Option messages communicates to the human what 
alternative options are available depending on the 
scenario, e.g., alternative motion constraint, alternative 
processes. These messages require context information 
from the current state of the system.

With these message types, the authors believe most of the 
tasks within HRC applications can be communicated.
Therefore, it should be enough to measure the performance 
based on the tasks instead of a specific application.

Message types 1-4 are suitable for both robots and humans, 
but the type of communication technology may differ. For 
example: command messages using audio as communication 
media may use ASR for robots and TTS for humans. Guiding 
messages are, however, only suitable for robots, because 
humans have enough sensory-motor skills and intelligence to 
know how to move based on highlighting and/or demonstration
messages. Therefore, guiding messages for humans are 
excluded from table with robot-to-human communication 
technologies. Similarly, option messages are only suitable for 
humans because the robot already has full knowledge of what 
can be done in a specific scenario, but the human can be 
presented with different options to know what he or she can do. 
Therefore, option messages are excluded from table with 
human-to-robot communication technologies.

Communicating the identity of the operator is a special case 
that is important in the industry for traceability. However, 
technologies developed for identification, e.g., voice 

recognition, face recognition, RFID tags, can generally not be 
used for the previously mentioned communication tasks. They 
may use the same hardware as another technology, but the 
purpose of the technologies differs so they cannot be used in 
each other’s context.

Depending on the application multiple message types may 
be necessary to complete a task. In [9] it is demonstrated how
positioning of information at humans gaze can be used, which 
is the combination of human-to-robot highlighting message 
(gaze of human), and robot-to-human data message (projecting 
info on workbench).

3.2. Flexibility

Flexibility is defined by whether the physical interface can 
be used for multiple features within a specific task. The 
flexibility is classified in four levels based on the findings in 
chapter 2:

• Not-applicable – for technologies that cannot be used in 
that specific task, e.g. ASR cannot be used for
demonstration messages because it cannot contain a 
recording of motion.

• Special use-cases – for technologies that can only be used 
in few instances, e.g., joint force control can be used to 
push robot and therefore implying that the robot should 
continue.

• Poor flexibility – for technologies that can be used in a 
general purpose, but cannot easily be extended to support 
most features, e.g. gesture recognition can be used for a
smaller set of commands, because the human has limited 
ability to produce gestures.

• Good flexibility – for technologies that can easily be 
extended for most features, e.g. head-mounted AR can be 
used for most highlighting messages, because it can 
produce any visual artifact for the human.

3.3. Duration

Duration requires empirical studies to be quantified for a
specific task. However, this information can still be estimated 
based on the findings in chapter 2 using the following 
classification scheme:

• Not-applicable – for technologies that cannot be used in 
that specific task.

• Poor duration – for technologies that can execute the 
specific task but requires considerable more time in respect 
to low-duration technologies. E.g. buttons and joystick for 
guidance messages require considerable more time than 
using haptic control, as mentioned in chapter 2.

• Good duration – for technologies that can execute the 
specific task, in approximately the same time in respect to 
low-duration technologies. E.g. Gesture recognition, gaze 
recognition, and soft-buttons all have equal duration for 
highlighting messages, because the recognition processing 
for all these technologies have similar performance.
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3.4. Additional classification

In some cases the metrics will produce the same results, 
even if the hardware changes. To further improve the selection 
process of technologies, three additional classifications are 
defined, based on how technologies affect HRC applications:

• Wearable, that is, whether the technology requires the user 
to wear the hardware, which affects requirement of 
protecting gear

• Limited coverage, that is, whether the position of the user
or the shape of the workspace/workpiece affects the 
readability of the message

• Hand usage, that is, whether the users hand(s) are 
necessary to use the technology, which removes hand(s) 
from work task

These categories do not require quantification measures and 
are simply stated yes (symbol ✓) or no (without symbol). 

3.5. Suggested metrics to be used for selecting communication 
technologies

To guide the end-user in the selection of communication 
technologies, the various technologies are classified for each 
message type based on the scheme presented in Table 1.

Table 1. Scheme used for estimating a technology measurement values based 
on flexibility and duration.

Meaning Symbol

No or Not applicable  
Good flexibility and good duration ● 
Good flexibility and poor duration ◐ 
Poor flexibility and good duration ◑ 
Poor flexibility and poor duration ○ 
Special use cases - 
Yes ✓ 

Table 2 and 3 presents the communication technologies 
discussed in chapter 2 with the classification suggested in the 
paper, that is, the new metrics. Technologies for human-to-
robot are presented in Table 2, while Table 3 presents 
technologies for robot-to-human communication. Using these 
two tables, the idea is that an end-user can easily select the 
proper communication technologies for a specific scenario.

Table 2. Categorization of human-to-robot communication technologies.
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Gesture recognition         
Vision based  ✓ ✓ ◑ - ● ● ○ 
Glove based ✓  ✓ ◑ - ● ● ○ 

Automatic speech recognition         
Head-mounted ✓   ● ●   - 
Distant  ✓  ● ●   - 

Haptic control         
Joint based   ✓ -    ● 
End effector based   ✓ -    ◑ 
Virtual impedance control ¹   ✓ -    ◑ 

Gaze recognition         
Head-mounted ✓   -  ◑   
Stationary  ✓  -  ◑   

Buttons/Joystick         
Stationary   ✓ ◑ ◑   ◐ 
Soft-buttons  ✓ ✓ ◑ ○ ◑  ○ 

¹ Has not been tested

Table 3. Categorization of robot-to-human communication technologies.
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Augmented reality         
Spatial monitor  ✓  ● ● ● ◑ ◑ 
Spatial projection  ✓  ● ● ● ○ ◑ 
Hand-held   ✓ ● ● ● ● ● 
Head-mounted ✓   ● ● ● ● ● 

Text-To-Speech         
Head-mounted ✓   ● ● ○  ◐ 
Freestanding    ● ● ○  ◐ 

Pick-by-light         
Lamp based    ◑  ◑  ◑ 

4. Conclusions

This paper presents state-of-the-art communication 
technologies for HRC. Shortcomings of current metrics for the 
selection of communication technologies in HRC have been 
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message types were derived from the usage of communication 
technologies in HRI, described in chapter 2, with the mindset 
to cover all possible HRC tasks. The message types are
categorized as follows:

1. Command messages communicates what the robot or 
human should do, e.g., next, reject and stop commands. 
These messages do not require any real-world
information or additional data.

2. Data messages communicates data to the human or 
robot, such as quantity, dimension, strings, etc.. The 
data could contain, quantity of products to produce, 
article number, instruction, etc. These messages contain 
data without real-world information.

3. Highlighting messages communicates where in the 
physical world the robot or human should execute its 
work. For example, to point out an object to work with, 
or to visualize from where a component should be 
collected. These messages require real-world positional 
information.

4. Demonstration messages communicates a continuous 
work flow of how to execute a specific task, e.g., 
showing the human or robot how an object needs to be 
assembled. These messages require real-world 
positional information with recording of motion.

5. Guidance messages communicates how the robot 
should move to execute its task by physically moving 
the robot, e.g., teach a motion, move to safe location, 
calibrate robot, flexible fixture. These messages require 
a continuous flow of robot and real-world 
positional/force information

6. Option messages communicates to the human what 
alternative options are available depending on the 
scenario, e.g., alternative motion constraint, alternative 
processes. These messages require context information 
from the current state of the system.

With these message types, the authors believe most of the 
tasks within HRC applications can be communicated.
Therefore, it should be enough to measure the performance 
based on the tasks instead of a specific application.

Message types 1-4 are suitable for both robots and humans, 
but the type of communication technology may differ. For 
example: command messages using audio as communication 
media may use ASR for robots and TTS for humans. Guiding 
messages are, however, only suitable for robots, because 
humans have enough sensory-motor skills and intelligence to 
know how to move based on highlighting and/or demonstration
messages. Therefore, guiding messages for humans are 
excluded from table with robot-to-human communication 
technologies. Similarly, option messages are only suitable for 
humans because the robot already has full knowledge of what 
can be done in a specific scenario, but the human can be 
presented with different options to know what he or she can do. 
Therefore, option messages are excluded from table with 
human-to-robot communication technologies.

Communicating the identity of the operator is a special case 
that is important in the industry for traceability. However, 
technologies developed for identification, e.g., voice 

recognition, face recognition, RFID tags, can generally not be 
used for the previously mentioned communication tasks. They 
may use the same hardware as another technology, but the 
purpose of the technologies differs so they cannot be used in 
each other’s context.

Depending on the application multiple message types may 
be necessary to complete a task. In [9] it is demonstrated how
positioning of information at humans gaze can be used, which 
is the combination of human-to-robot highlighting message 
(gaze of human), and robot-to-human data message (projecting 
info on workbench).

3.2. Flexibility

Flexibility is defined by whether the physical interface can 
be used for multiple features within a specific task. The 
flexibility is classified in four levels based on the findings in 
chapter 2:

• Not-applicable – for technologies that cannot be used in 
that specific task, e.g. ASR cannot be used for
demonstration messages because it cannot contain a 
recording of motion.

• Special use-cases – for technologies that can only be used 
in few instances, e.g., joint force control can be used to 
push robot and therefore implying that the robot should 
continue.

• Poor flexibility – for technologies that can be used in a 
general purpose, but cannot easily be extended to support 
most features, e.g. gesture recognition can be used for a
smaller set of commands, because the human has limited 
ability to produce gestures.

• Good flexibility – for technologies that can easily be 
extended for most features, e.g. head-mounted AR can be 
used for most highlighting messages, because it can 
produce any visual artifact for the human.

3.3. Duration

Duration requires empirical studies to be quantified for a
specific task. However, this information can still be estimated 
based on the findings in chapter 2 using the following 
classification scheme:

• Not-applicable – for technologies that cannot be used in 
that specific task.

• Poor duration – for technologies that can execute the 
specific task but requires considerable more time in respect 
to low-duration technologies. E.g. buttons and joystick for 
guidance messages require considerable more time than 
using haptic control, as mentioned in chapter 2.

• Good duration – for technologies that can execute the 
specific task, in approximately the same time in respect to 
low-duration technologies. E.g. Gesture recognition, gaze 
recognition, and soft-buttons all have equal duration for 
highlighting messages, because the recognition processing 
for all these technologies have similar performance.
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3.4. Additional classification

In some cases the metrics will produce the same results, 
even if the hardware changes. To further improve the selection 
process of technologies, three additional classifications are 
defined, based on how technologies affect HRC applications:

• Wearable, that is, whether the technology requires the user 
to wear the hardware, which affects requirement of 
protecting gear

• Limited coverage, that is, whether the position of the user
or the shape of the workspace/workpiece affects the 
readability of the message

• Hand usage, that is, whether the users hand(s) are 
necessary to use the technology, which removes hand(s) 
from work task

These categories do not require quantification measures and 
are simply stated yes (symbol ✓) or no (without symbol). 

3.5. Suggested metrics to be used for selecting communication 
technologies

To guide the end-user in the selection of communication 
technologies, the various technologies are classified for each 
message type based on the scheme presented in Table 1.

Table 1. Scheme used for estimating a technology measurement values based 
on flexibility and duration.

Meaning Symbol

No or Not applicable  
Good flexibility and good duration ● 
Good flexibility and poor duration ◐ 
Poor flexibility and good duration ◑ 
Poor flexibility and poor duration ○ 
Special use cases - 
Yes ✓ 

Table 2 and 3 presents the communication technologies 
discussed in chapter 2 with the classification suggested in the 
paper, that is, the new metrics. Technologies for human-to-
robot are presented in Table 2, while Table 3 presents 
technologies for robot-to-human communication. Using these 
two tables, the idea is that an end-user can easily select the 
proper communication technologies for a specific scenario.

Table 2. Categorization of human-to-robot communication technologies.
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Gesture recognition         
Vision based  ✓ ✓ ◑ - ● ● ○ 
Glove based ✓  ✓ ◑ - ● ● ○ 

Automatic speech recognition         
Head-mounted ✓   ● ●   - 
Distant  ✓  ● ●   - 

Haptic control         
Joint based   ✓ -    ● 
End effector based   ✓ -    ◑ 
Virtual impedance control ¹   ✓ -    ◑ 

Gaze recognition         
Head-mounted ✓   -  ◑   
Stationary  ✓  -  ◑   

Buttons/Joystick         
Stationary   ✓ ◑ ◑   ◐ 
Soft-buttons  ✓ ✓ ◑ ○ ◑  ○ 

¹ Has not been tested

Table 3. Categorization of robot-to-human communication technologies.
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Augmented reality         
Spatial monitor  ✓  ● ● ● ◑ ◑ 
Spatial projection  ✓  ● ● ● ○ ◑ 
Hand-held   ✓ ● ● ● ● ● 
Head-mounted ✓   ● ● ● ● ● 

Text-To-Speech         
Head-mounted ✓   ● ● ○  ◐ 
Freestanding    ● ● ○  ◐ 

Pick-by-light         
Lamp based    ◑  ◑  ◑ 

4. Conclusions

This paper presents state-of-the-art communication 
technologies for HRC. Shortcomings of current metrics for the 
selection of communication technologies in HRC have been 
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identified. This paper, therefore, suggests new metrics to
classify different communication technologies for use in HRC 
applications. The new metrics focuses on three characteristics;
extent of usage, flexibility, and duration. Extent of usage is 
measured by how many communication message types a
technology can be used for. The message types are divided into 
six categories; command, data, highlighting, demonstrating,
guidance, and option messages. The performance of the 
technologies when used in each message type is then classified 
based on flexibility and duration. The communication 
technologies are additionally classified into wearable, limited 
coverage, and hand usage to further improve the selection 
process.

Using the two tables defined in the paper, that cover various 
technologies for human-to-robot and robot-to-human 
communication and their various strengths and weakness, the 
work task of selecting the proper communication technologies
for a specific HRC scenario is simplified. The long-term 
ambition is to extend the results further in the future and 
eventually provide a comprehensive document that future 
researchers, developers and integrators can utilize for selecting
communication technologies in HRC applications.

This paper uses a classification scheme for determining 
measurement values, but further work should focus on how to
quantify the measurements values. Empirical studies should 
then be used to evaluate the real-world effectiveness of the 
metrics.
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